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ABSTRACT
Packet classification is a building block in many network ser-
vices such as routing, filtering, intrusion detection, account-
ing, monitoring, load-balancing and policy enforcement. Com-
pression has gained attention recently as a way to deal with
the expected increase of classifiers size. Typically, compres-
sion schemes try to reduce a classifier size while keeping
it semantically-equivalent to its original form. Inspired by
the advantages of popular compression schemes (e.g. JPEG
and MPEG), we study in this paper the applicability of
lossy compression to create packet classifiers requiring less
memory than optimal semantically-equivalent representa-
tions. Our objective is to find a limited-size classifier that
can correctly classify a high portion of the traffic so that
it can be implemented in commodity switches with classi-
fication modules of a given size. We develop optimal dy-
namic programming based algorithms for several versions
of the problem and describe how a small amount of traffic
that cannot be classified can be easily treated, especially in
software-defined networks. We generalize our solutions for
a wide range of classifiers with different similarity metrics.
We evaluate their performance on real classifiers and traffic
traces and show that in some cases we can reduce a classifier
size by orders of magnitude while still classifying almost all
traffic correctly.

1. INTRODUCTION
Packet classification is a core function behind many net-

work services such as routing, filtering, intrusion detection,
accounting, monitoring, load-balancing and policy enforce-
ment. In recent years there has been a rapid growth in
the size of classifiers and routing tables resulting in a scal-
ability problem [1, 2]. In commodity switches, classification
often relies on TCAMs. TCAMs are used to perform very-
high-speed, hardware accelerated table lookups for IP pre-
fixes but are expensive, power hungry, and often of a limited
size [3–5].

Measurements show that Internet traffic tends to follow
the Zipf distribution [6] and that a large portion of the traffic
comes from a small number of flows [7,8]. Accordingly traffic
matches the classification rules in a biased distribution such
that some of the classifier information is very seldom use-
ful. This observation has motivated adapting cache-based
scheme for classifiers [9, 10] similar to those used in CPU
caching.

Huffman coding [11] and the Lempel-Ziv-Welch algo-
rithm [12] are well known lossless compression schemes.
Lossless compression of packet classifiers has been deeply
investigated in the last decades [13–19]. The ORTC algo-
rithm [20] achieves an optimal representation with a mini-

mal number of prefix rules. Ideally lossless compressions can
reach the entropy bounds [21], but for a practical memory-
efficient classifier in commodity switches we need to go be-
yond these bounds.

Lossy compression is a methodology for achieving higher
compression ratios at the cost of losing some information
about the represented object. Lossy representations can be
smaller than the lower bounds for a lossless compression.
Implementations of lossy compression schemes can be found
in popular standards and applications such as JPEG (for
images), MPEG (for videos) and MP3 (for audio) [22–24].

In the paper, we study the applicability of lossy com-
pression for packet classifiers. We would like to implement
within a limited-size module a classifier that is similar under
different metrics to the required one while satisfying various
constraints. To the best of our knowledge, this is the first
time that lossy compression techniques have been suggested
in the context of packet classifiers. In the main scheme of
our approach a unique action must be returned for all pack-
ets that cannot be classified due to the lossy representation
of the classifier. For the unclassified packets we can then cal-
culate the classification in an alternative slower module. We
answer the question how to optimally determine the content
of the fast classifier to maximize the traffic portion it can
classify. We also provide a toy scheme that serves as a base-
line for better understanding of the main scheme. In this toy
scheme false classifications are allowed and can occur for a
portion of the traffic. We define optimization problems for
finding limited-size encodings for the two schemes. We gen-
eralize the problems and present algorithms that optimally
solve them.

To illustrate the lossy compression schemes, we consider
a classifier with five rules presented in Fig. 1a. An equiva-
lent representation with the minimal number of prefix rules,
four in this case, is the ORTC representation. It appears in
Fig. 1b and maps the corresponding action to every header
with a width of W = 3 bits. Assume that the 2W = 8 head-
ers appear according to a uniform distribution U and that
only n = 3 rules are allowed in a limited-size memory.

The first (toy) scheme, called Approximate Classification
(illustrated in Fig. 1c), uses only three rules to classify cor-
rectly 7 of the 8 possible headers. With this encoding, only
the header 101, which appears with probability 0.125, is
mapped to an incorrect action of 1 instead of to the action
4. We say that this scheme achieves an approximation ratio
of 7/8 = 0.875. In the second (main) scheme, Cached Clas-
sification (in Fig. 1d), all headers that cannot be classified
correctly are indicated by the special action ‘?‘. With the
same number of rules (three), this scheme correctly classifies
six of the eight headers, obtaining an approximation ratio
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prefix/length action
100/3 3
101/3 4
01/2 2
00/2 1
11/2 1

(a) LPM Classifier, 5 rules

prefix/length action
100/3 3
101/3 4
01/2 2
-/0 1

(b) ORTC exact represen-
tation [20], 4 rules

prefix/length action
100/3 3
01/2 2
-/0 1

(c) Approximate Classifica-
tion, approximation ratio
of 0.875 for n = 3 rules

prefix/length action
10/2 ‘?‘
01/2 2
-/0 1

(d) Cached Classification,
approximation ratio of 0.75
for n = 3 rules

Figure 1: Illustration of the suggested encodings for limited size classifiers with a width of W = 3 bits and 2W = 8 uniformly-
distributed headers. (a) shows an LPM-based classifier with 5 rules and (b) presents its ORTC compressed representation [20]
with 4 rules. (c) describes an Approximate Classification encoding of the classifier given n = 3 rules. All headers besides
101 are classified correctly, yielding an approximation ratio of 7/8 = 0.875. (d) illustrates the Cached Classification encoding
given n = 3 rules. The headers 100, 101 are mapped to the unique action ‘?‘ (unclassified) while all other headers are classified
correctly, yielding an approximation ratio of 6/8 = 0.75.

of 6/8 = 0.75, and gives a special indication for the two
headers (100 and 101) that it does not classify correctly.

The suggested solutions do not directly rely on the TCAM
architecture. We consider encodings of classifiers composed
of prefix rules which are common especially in the context of
longest prefix match (LPM) classifiers where in the case of
several matching rules, a priority is given to the most specific
one. Indeed, our approach can be useful to deal with limited
number of allowed rules in additional architectures that im-
plement LPM other than TCAM, e.g. in the BST (Binary
Search Tree) memory of Intel’s FlexPipe architecture that
supports LPM with up to 64K rules [25].

Paper outline: In Section 2 we explain the terminology of
the paper. Next, in Section 3 we define the two schemes of
Approximate Classification and Cached Classification and
point on their important properties in Section 4. Then in
Section 5 and Section 6, respectively, we present optimal
algorithms for the two problems. Generalizations of the ap-
proach are described in Section 7 for classifiers with numer-
ical classification values and for two-dimensional classifiers.
In Section 8 we discuss ways for coping with incorrect classi-
fications and non-classified traffic as well as the applicability
of the approach to a wide range of problems. Experimental
results that demonstrate the potential of the lossy compres-
sion approach are given in Section 9. Related work can be
found in Section 10. Proofs of the main results appear in
the Appendix.

2. MODEL AND NOTATION
We first formally define the terminology of this paper.

Definition 1. A packet header x = (x1, · · · , xW ) ∈
{0, 1}W is defined as a W -bit string that serves as an input
to the classification process.

In the main part of the paper we assume a simple case in
which the classification is performed on a single field, e.g.
the source or the destination IP address. Note that the
typical values for W are 32 for IPv4 addresses, and 128 for
IPv6. We later discuss a more general case.

Definition 2. A prefix rule, denoted by S → a, is de-
fined as a string S = s1 . . . sk ∈ {0, 1}k of length k ≤ W
associated with an action a among a set of actions A. A
packet header x = x1 . . . xW is said to match a rule S, if
and only if for all i ∈ [1, k], si = xi.

Definition 3. A classification function defines the
mapping of each header to an action a ∈ A.

Definition 4. A prefix classifier Cφ = (S1 →
a1, ..., Sn → an) is an ordered set of prefix rules. It encodes
a classification function φ such that for any packet header
x ∈ {0, 1}W we have φ(x) = aj, where Sj → aj is the prefix
rule with the longest length that matches x. We also refer
to a classifier as an encoding.

To guarantee that the classification function of every en-
coding is well defined, we assume a default action a− ∈ A
to which headers that do not match any of the rules are
mapped. We refer to a classifier that implements a function
φ by Cφ.

Definition 5. We assume during the classification the
packets appear according to a header distribution P ,
where px denotes the probability of a header x.

A classification function α and a header distribution P
are the input of the problems discussed in this paper. The
classification function can be described by a corresponding
classifier Cα. In practice the exact header distribution might
be unknown and instead it is only estimated by traffic sam-
pling. Eventually, this estimation might result in some per-
formance degradation, which is examined in the simulation
section.

For a given classification function α we say that a classi-
fier is an exact representation if it implements exactly the
same function. A classifier is an exact representation of only
one classification function. Note that the same classification
function can be represented by several classifiers, possibly
with different number of rules. As mentioned, an exact rep-
resentation with the smallest number of prefix rules can be
computed with the ORTC algorithm [20]. For a given α, we
denote this minimal number of rules by n0.

This paper studies a scenario in which the classification
module can store fewer rules than the minimal number re-
quired for an exact representation. For instance, in the ex-
ample from Fig. 1, with fewer than four rules we cannot
guarantee correct classification for all inputs.

3. OPTIMIZATION PROBLEMS

3.1 Formal Definitions
We first define a metric that estimates the similarity of a

classifier to a given classification function.

Definition 6. Let α be a classification function and P a
header distribution. Let φ be a second classification function.
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The approximation ratio of a classifier that implements
φ, denoted by RP (α, φ), is the probability of a header drawn
according to the header distribution P to be classified to the
same action in α and in φ. Formally,

RP (α, φ) =
∑

x∈{0,1}W |α(x)=φ(x)

px.

In the first optimization problem, we would like to find
an encoding with a limited number of rules that achieves a
maximal approximation ratio.

Problem 1 (Approximate Classification). For a
given classification function α, a header distribution P and
a given number of prefix rules n, find a classifier Cφ with
at most n rules that obtains a maximal approximation ratio

G(n, α, P ) = max
Cφ,|Cφ|≤n

RP (α, φ).

Note that in the Approximate Classification problem a
header that is not classified correctly can be mapped to an
arbitrary action.

We denote by G(n, α, P ) the optimal (maximal) value of
the above function. We refer to a legal encoding (with at
most n rules) that obtains this approximation ratio as an
approximation-optimal encoding. We also define the error
ratio of a classifier that implements φ as 1−RP (α, φ).

In typical network applications, incorrect classification
can be harmful. It can be more useful to avoid any wrongly
classified packets by leaving some packets unclassified. We
define an indication for headers that cannot be classified cor-
rectly by a given encoding. We denote this unique action by
‘?‘ and by A∗ the generalized set of actions A∗ = A∪ {‘?‘}.
We would look for a classifier that for every header either
returns the correct classification value or the indication ‘?‘.
Upon receiving such an indication, the classification can be
completed, e.g. by using a slower module, in mechanism
similar to memory caching.

We can now define the main optimization problem, where
we look for an encoding that obtains a maximal approxima-
tion ratio while returning the action of ‘?‘ for all headers
that are not classified correctly.

Problem 2 (Cached Classification). For a given
classification function α, a header distribution P and a given
number of prefix rules n, find a classifier Cφ with at most
n rules that obtains a maximal approximation ratio while
satisfying ∀x ∈ {0, 1}W ,

(φ(x) = α(x)) OR (φ(x) = ‘?‘).

We denote by H(n, α, P ) the optimal (maximal) approxi-
mation ratio that can be obtained while satisfying this addi-
tional condition and we say that an encoding that achieves
this is a cache-optimal encoding. In the context of this prob-
lem, we define the quantity 1−RP (α, φ) as the cache miss
ratio. This is the fraction of headers mapped to ‘?‘.

Note that for both problems the rules in an optimal en-
coding are not necessarily a subset of the rules in an exact
classifier.

3.2 A Real-Life Illustrative Example
A classifier with prefix rules is often represented as a la-

beled binary prefix tree. Each node of the tree corresponds
to a prefix rule, given by the transition bits along the path

from the root node. A node that corresponds to a rule in the
classification is labeled with the rule action. Fig. 2 shows
an example of a binary tree which is a small branch of the
tree for a real classifier. The left arc corresponds to a 0
bit transition, and the right to a bit of 1. Fig. 2(a) shows
the ORTC compressed prefix tree. Here, ORTC requires 10
rules in total and guarantees 100% classification. The ac-
tions appear with labels in the tree and the probability of
a header to have a longest match in a rule according to a
real-life trace is illustrated. These probabilities rely on the
header distribution of the captured traffic traces.

In Fig. 2(b) the probability that a given header is in-
cluded within a given subtree appears next to the subtree
such that in each subtree all headers have a match in the
same rule. Subtrees without such numbers have a negligi-
ble probability. The result shown for optimal Approximate
Classification with 3 rules can classify correctly 97.84% of
the packets, and obtains false classifications for the rest. The
subtrees from which headers are not classified correctly are
drawn with dotted circles. The corresponding encoding has
the prefix rules 01101/5 → 0, 1100/4 → 1 and −/0 → 2.
Fig. 2(c) shows the results of optimal Cached Classification
with 7 rules. It can correctly classify 98.52% of the packets.
It returns ‘?‘ for headers that cannot be classified correctly
and there is no false classification. Table 1 shows for both
schemes how the approximation ratio increases by allowing
more rules.

4. PROPERTIES
Before solving these two problems, we would like to dis-

cuss some of their properties. First, to better understand
the expected performance of solutions for the problems we
discuss the values of the optimal approximation ratio in each
of the problems.

The first observation compares the optimal values of the
approximation ratios of the two problems for the same num-
ber of rules. Intuitively, the requirement in the Cached Clas-
sification problem for a special indication on the headers
that cannot be classified correctly results in a lower optimal
ratio than that of the Approximate Classification problem.

Observation 1. For (n, α, P ), the optimal approxima-
tion ratio of the Approximate Classification problem equals
at least the optimal approximation ratio of the Cached Clas-
sification problem and the ratios are equal only if an exact
representation exists. I.e.,

H(n, α, P ) < G(n, α, P ) < 1 or

H(n, α, P ) = G(n, α, P ) = 1.

Indeed, in some cases G(n, α, P ) can be much larger than
H(n, α, P ). Consider for instance a classifier (with a classi-
fication function α) that maps a single header with an ar-
bitrarily small but positive probability to the action 1 and
all other headers to the action 2. Assume a default action
that is not one of these two actions. For n = 1, an Approx-
imate Classification encoding of −/0 → 2 classifies almost
all headers correctly and G(n = 1, α, P ) is close to 1. Any
Cached Classification encoding with a single rule must be
−/0 → ‘?‘. This encoding has an approximation ratio of
H(n = 1, α, P ) = 0.

Before presenting more observations, we define the popu-
larity of a prefix rule in a classifier.
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(a) The minimal exact classifier requires
10 rules computed by ORTC [20]. The
rule popularities are also drawn.

0
.02

2

.015
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1
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.008

.1

.45

0 1

(b) Optimal Approximate Classification
given 3 rules, G(3, α, P ) = 97.84%. The
leaf probabilities are drawn (with negli-
gible probabilities of the leaves without
values). Headers in dotted leaves are in-
correctly classified.

0

‘?‘

0

2

1
2

2

0 1

(c) Optimal Cached Classification
given 7 rules, H(7, α, P ) = 98.52%.
Headers matching the dashed leaves
cannot be classified.

Figure 2: An illustrative example of a branch of a real classifier. The action of a prefix rule is drawn as a node label.

Definition 7. The prefix rule popularity of a rule in
a classifier C is defined as the sum of the probabilities of all
headers that have a longest match with the rule. For a rule
Sj → aj we denote this popularity by pj. Formally,

pj =
∑

x∈{0,1}W |Sj LPM x

px ,

where px denotes the probability for a header x to appear.

See also Fig. 2(a) as an example of prefix rule popularities
drawn next to the nodes along with the probabilities of each
leaf drawn on Fig. 2(b).

We now present a general property of the classifiers. Intu-
itively, the contribution of a rule to the approximation ratio
is limited by its popularity.

Lemma 1. Let Cφ be a classifier. By removing a rule
Sj → aj from the classifier the approximation ratio of the
Approximate Classification problem is decreased by at most
pj, where pj denotes the rule popularity according to Defini-
tion 7.

The next observation suggests a lower bound for the opti-
mal approximation ratio for the first problem. The bound is
obtained as the ratio achieved by a classifier with a subset of
the rules in the input classifier. Without adding additional
rules, a header with a longest match in the input classifier
in a selected rule will have such a match also in the smaller
classifier.

Theorem 1. Let Cψ = (S1 → a1, ..., Sn0 → an0) be a
classifier with a minimal number n0 of prefix rules for a
given classification function α. Assume a header distribu-
tion P . Let pi be the prefix rule popularity of Si → ai when
the rules are ordered in a non-increasing order of their pop-
ularities. By relying on a classifier composed of the n rules
with the largest popularities, the optimal approximation ratio
satisfies

G(n, α, P ) ≥
∑

j∈[1,n]

pj + 1−
∑

j∈[1,n0]

pj ≥ n/n0.

This intuitively leads to a simple greedy algorithm for
Approximate Classification which selects the n rules with
highest rule popularity (see also Table 1(a) as an example).

We can also derive a lower bound for the optimal approx-
imation ratio for the Cached Classification problem based
on the ratio obtained by such a classifier.

Observation 2. Let n0 denote the minimum number of
rules needed for the exact classifier of classification function
α. Let us sort the prefix rules according to a non-increasing
order of their lengths. For n ∈ [1, n0], the optimal approxi-
mation ratio of the Cached Classification problem satisfies

H(n, α, P ) ≥ Σj∈[1,n−1]p
j .

Similarly this leads to a simple greedy algorithm for
Cached Classification which selects the n − 1 longest rules
and adds a last rule of −/0→ ‘?‘ (see also Table 1(b) as an
example).

5. APPROXIMATE CLASSIFICATION
In this section we present algorithms that obtain opti-

mal solutions for the Approximate Classification problem
as defined in Problem 1. We see the Approximate Clas-
sification scheme as a baseline scheme that can help with
the understanding of the Cached Classification which is the
main scheme of the paper. We first assume a simple case
in which the given classifier is represented by rules with dis-
tinct actions and present an immediate solution for this case.
Later, we describe a more general algorithm of a classifier
with arbitrary actions. This algorithm relies on dynamic
programming.

5.1 The Case of Distinct Actions
We now consider the case in which all rules of a classifier

have distinct actions and that these actions differ from the
default action a−. Our first observation is that removing the
jth rule decreases the approximation ratio by exactly pj ; all
traffic that previously matched this rule is now not classified
correctly. Thus to maximize the approximation ratio, we
should include the rules with the highest popularity.

Observation 3. Let C be a classifier with n0 rules with
distinct actions that also differ from the default action a−.
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rule rule pop. n greedy optimal
approx. ratio G(n, α, P )

011/3→ 2 .55 1 0.55 0.55
10/2→ 2 .3602 2 0.9102 0.9584

1100/4→ 1 .04 3 0.9502 0.9784
01101/5→ 0 .02 4 0.9702 0.9934
10100/5→ 0 .015 5 0.9852 0.9994
01010/5→ 2 .008 6 0.9932 0.9996

001110/6→ 3 .006 7 0.9992 0.9997
−/0→ 0 .0005 8 0.9997 0.9998

001/3→ 2 .0002 9 0.9999 0.9999
00110/5→ 0 .0001 10 1 1

(a) Approximate Classification

rule rule pop. n greedy optimal
approx. ratio H(n, α, P )

001110/6→ 3 .006 1 0 0
01101/5→ 0 .02 2 .006 0.45
10100/5→ 0 .015 3 .026 0.81
01010/5→ 2 .008 4 .041 0.91
00110/5→ 0 .0001 5 .049 0.95
1100/4→ 1 .04 6 .0491 0.97
011/3→ 2 .55 7 .0891 0.9852
001/3→ 2 .0002 8 .6391 0.9932
10/2→ 2 .3602 9 .6393 0.9993
−/0→ 0 .0005 10 .9995 1

(b) Cached Classification. In the greedy algorithm the last nth

rule is always −/0→ ‘?‘.

Table 1: Illustration of the greedy algorithms for the two schemes on the example of Fig. 2: rules are considered in different
orders based on their popularities and lengths. For a number of rules n the obtained greedy approximation ratio is compared
with the optimal ratio.

For n ∈ [1, n0], an optimal approximation ratio for the Ap-
proximate Classification problem is composed of n rules with
the highest popularity among the n0.

5.2 Arbitrary Actions
We now describe a dynamic programming based algorithm

to find an approximation optimal encoding, according to the
header distribution P , for a classifier with arbitrary actions.
Our solution calculates encodings for nodes in the tree such
that each encoding comprises a limited number of rules and
includes a specific last rule.

Let r be the root of the complete binary tree of 2W leaves
that includes all headers. For a node x (represented by a
corresponding prefix) in the complete binary tree, we con-
sider an encoding with a maximal number of rules n ∈ N+

satisfying that its last rule (among the n) is of the form
x→ a for an action a ∈ A. We define the function g(x, n, a)
as the maximal ratio of headers from the subtree x that can
be classified correctly by such an encoding. Let φ(x, n, a)
be an encoding with the above properties that achieves this
ratio.

The next lemma relates the optimal approximation ratio
G(n, α, P ) to a value of the function g(x, n, a). It relies on
the value of the function for the root r with a specific number
of rules and last action.

Lemma 2. The optimal approximation ratio satisfies
G(n, α, P ) = g(r, n+ 1, a−) where r is the root node and a−

is the default action. Likewise, an approximation-optimal
encoding is given by the first n rules in φ(r, n+ 1, a−).

We start by setting the values of g(x, n, a) for a leaf
(header) x assuming a classifier with a classification func-
tion α. Since there exists an encoding with n rules all of the
form x→ α(x) we have

g(x, n, a) = px for n ≥ 1 if a = α(x).

Recall that px is the probability of a header to have the
value of x. In addition,

g(x, 1, a) = 0 for a 6= α(x) and,

g(x, n, a) = px for n ≥ 2.

We can have an encoding with two rules (x→ α(x), x→ a)
that classifies x correctly for any action a.

More generally, for a given classifier consider the first
matching rule for the 2W headers represented by leaves in
the binary tree of size 2W . Consider a recursive partition
of the set of leaves into halves until each subset of consec-
utive leaves contains headers that have a first match in the
same rule. This partition divides the headers into disjoint
monochromatic subtrees. As explained in [26] the number of
these monochromatic subtrees equals at most W · n0 where
n0 is the number of rules in the classifier.

Let y be a prefix that represents such a monochromatic
subtree, i.e. a subtree in which all headers have the first
matching in the same rule. Let ay denote the action of that
rule. The above formulas for a leaf can be generalized for
such a subtree as follows.

g(y, n, a) = py for n ≥ 1 if a = ay

where py is the probability of a header to be included in the
subtree represented by y. Likewise,

g(y, 1, a) = 0 for a 6= ay and,

g(y, n, a) = py for n ≥ 2.

The next lemma suggests a recursive formula for the value
of g(x, n, a) for a node x that is not a leaf. Similarly, the
encoding φ(x, n, a) is calculated based on the two encodings
for the left and right subtrees of x according to the value
that is selected among the detailed cases.

Lemma 3. For a non-leaf node x and number of rules
n ≥ 1, the function g(x, n, a) satisfies
g(x, n, a) = max max

m∈[1,n]
g(xL,m, a) + g(xR, n−m+ 1, a),

max
m∈[1,n−1],a1∈A

g(xL,m, a1) + g(xR, n−m,a1)

 ,

where xL and xR are the left child and the right child of the
node x.

The algorithm works as follows. Based on the rules in
the given classifier, we divide the complete binary tree into
monochromatic subtrees. After setting the function values
for the corresponding nodes, we calculate based on the re-
cursive formulas from Lemma 3 the function values and the
corresponding encodings for internal nodes. An optimal en-
coding is obtained by Lemma 2 as the encoding for specific
parameter values for the root of the complete binary tree.
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Theorem 2. The described algorithm obtains an optimal
solution for the Approximate Classification problem.

Theorem 3 describes the time and space complexity of the
algorithm. This analysis simply relies on the above descrip-
tion of the algorithm.

Theorem 3. The Approximate Classification problem
can be optimally solved in O(W · n0 · |A| · n2) time and
O(W 2 · n0 · |A| · n2) space, where n0 is the number of rules
in an exact encoding of the classifier.

The linear dependency of the time complexity and the
quadratic dependency of the memory complexity in the
header width W guarantee that the algorithm remains prac-
tical also for IPv6.

6. CACHED CLASSIFICATION
In this section we present an algorithm that obtains an

optimal solution for the Cached Classification problem as
defined in Problem 2. This algorithm is also based on dy-
namic programming.

Recall that we define the generalized set of actions A∗
as A∗ = A ∪ {‘?‘}. Here, we only consider encodings that
for any header x either return the correct action α(x) or
the action ‘?‘. We define h(x, n, a) as the maximal ratio of
correctly classified headers in such an encoding with n ∈ N+

rules with a last rule of x → a. In order to avoid illegal
encodings, we use the function value of −∞ if there does
not exist an encoding that satisfies the above requirements.
We also denote by ψ(x, n, a) an example of an encoding that
obtains this ratio.

As in the first problem we can deduce the optimal ap-
proximation ratio and an optimal encoding for the Cached
Classification problem as follows.

Lemma 4. The optimal approximation ratio satisfies
H(n, α, P ) = h(r, n+ 1, a−) where r is the root node and a−

is the default action. Likewise, an approximation-optimal
encoding is given by the first n rules in ψ(r, n+ 1, a−).

Again, let y be a monochromatic subtree that its headers,
with a total probability of py, all have a first match in the
same rule with an action ay. For this problem, the encodings
(y → ay) and (y → ‘?‘) are both legal but only the first of
them classifies headers in y correctly. Accordingly,

h(y, 1, a) = py if a = ay and,

h(y, 1, ‘?‘) = 0.

On the contrary, an encoding of the form (y → a) is illegal
if a 6= ay and a 6= ‘?‘. Thus

h(y, 1, a) = −∞ if a /∈ {ay, ‘?‘}.

For any action a ∈ A∗ the encoding (y → ay, y → a) is legal
and classifies all headers in y correctly. Thus

h(y, n, a) = py for n ≥ 2, a ∈ A∗.

For a non-leaf node x the values of h(x, n, a) and the cor-
responding encoding ψ(x, n, a) should be calculated recur-
sively as for g. Notice that if the two encodings for a left
child xL and a right child xR are both legal, then the merged
encoding for x is legal as well. Accordingly, the proof of the
next lemma is similar to the proof of Lemma 3.

Lemma 5. For a non-leaf node x, and number of rules
n ≥ 1, the function h(x, n, a) satisfies
h(x, n, a) = max max

m∈[1,n]
h(xL,m, a) + h(xR, n−m+ 1, a),

max
m∈[1,n−1],a1∈A∗

h(xL,m, a1) + h(xR, n−m,a1)

 .

With the described changes in the initial values of the
function, the dynamic programming algorithm is the same
as for Approximate Classification, and its optimality can be
also deduced from the above discussion.

Theorem 4. The described algorithm achieves an opti-
mal solution for the Cached Classification problem.

The time and space complexity of the algorithm is essen-
tially the same as described in Theorem 3. Putting together
Lemma 4 and 5 we have the following theorem.

Theorem 5. The Cached Classification problem can be
optimally solved in O(W · n0 · |A| · n2) time and O(W 2 · n0 ·
|A| · n2) space, where n0 is the number of rules in an exact
encoding of the classifier.

As stated in Observation 1, requiring an encoding for the
Cached Classification problem to assign a special indication
to every header that cannot be classified correctly has a cost
of potential lower performance. In Section 9 we compare the
optimal approximation ratios of the two problems.

7. MORE GENERAL CLASSIFIERS
In this section, we generalize our novel approach of lossy

compression to additional types of classifiers.

7.1 Numerical Classification
We describe new metrics to capture the notion of simi-

larity between classifiers. Then, we define new optimization
problems for finding limited-size classifiers and explain how
the previously mentioned algorithms can be modified to ob-
tain optimal results for the new problems.

In the new described problems, we distinguish between
two classifiers, even if they incorrectly classify the same set
of headers, based on the exact values of the actions for the
incorrectly classified headers. Assume a classifier in which
the possible classification results (thus far called actions)
are among a set of numerical values, i.e. A ⊆ R. Then, the
difference a1−a2 and the absolute difference |a1−a2| of two
actions a1, a2 ∈ A are well defined. For instance, in such a
numerical classification a header of a flow can be mapped to
its required QoS level or to its allowed traffic rate.

The following problem generalizes the Approximate Clas-
sification problem. Here, we limit the encoder to classify a
header to a value not smaller than the correct one.

Problem 3 (One-Sided Approximate). For
a classification function α, a header distribution P and a
number of prefix rules n, find a classifier Cφ with at most n
rules that obtains a maximal approximation ratio RP (α, φ)
while satisfying ∀x ∈ {0, 1}W

φ(x) ≥ α(x).

To solve Problem 3, we define b(y, n, a) as the maximal
approximation ratio in an encoding with n rules for headers
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in a subtree rooted by a node y such that the last rule is
y → a. Again, let py be the probability of a header to be
included in the subtree represented by y and let B(n, α, P )
be the optimal value of the approximation ratio in this con-
strained problem. Our algorithm is based on the follow-
ing lemma. The initial values of the function b(y, n, a) for
monochromatic trees enforce the restriction on the classifi-
cation values for any header. The optimal approximation
ratio again can be calculated based on the root node r.

Lemma 6. The function b(y, n, a) satisfies
(i) For a monochromatic node y with a corresponding

action ay: b(y, 1, ay) = py, b(y, 1, a) = 0 for a > ay,
b(y, 1, a) = −∞ for a < ay. Likewise, b(y, n, a) = py for
n ≥ 2, a ∈ A.

(ii) B(n, α, P ) = b(r, n+ 1, a−) and for a non-leaf node y,
b(y, n, a) = max max

m∈[1,n]
b(yL,m, a) + b(yR, n−m+ 1, a),

max
m∈[1,n−1],a1∈A

b(yL,m, a1) + b(yR, n−m,a1)

 .

In Problems 4 and 5, our goal is to find a classifier
that minimizes the average difference between the requested
actions and the obtained one. Given a classifier with a
classification function α, we define the dissimilarity of a
classifier with a classification function φ as ∆P (α, φ) =∑
x∈{0,1}W px · |α(x)− φ(x)|. While in the next problem,

there are no constraints on the obtained actions for a specific
header, in the later problem every header must be classified
to a value not smaller than its corrected value.

Problem 4 (Unconstrained Dissimilarity). For
a classification function α, a header distribution P and a
given number of prefix rules n, find a classifier Cφ with at
most n rules that minimizes the dissimilarity ∆P (α, φ).

Problem 5 (One-Sided Dissimilarity). For
a classification function α, a header distribution P and a
given number of prefix rules n, find a classifier Cφ with at
most n rules that minimizes the dissimilarity ∆P (α, φ) while
satisfying ∀x ∈ {0, 1}W φ(x) ≥ α(x).

Notice that Problem 4 and Problem 5 are minimization
problems, unlike the previously described problems.

We derive dynamic programming based solutions also for
these problems. We define U(n, α, P ),O(n, α, P ) as the op-
timal (minimal) dissimilarity values that can be obtained for
the last two problems with n rules given α and P .

To solve Problem 4, we define u(y, n, a) as the minimal
possible dissimilarity value obtained in an encoding for head-
ers in a subtree rooted by a node y with n rules such that
the last rule is y → a. Again, let py be the probability of a
header to be included in the subtree represented by y.

Lemma 7. The function u(y, n, a) satisfies
(i) For a monochromatic node y with a corresponding ac-

tion ay: u(y, 1, a) = |a−ay| ·py and u(y, n, a) = 0 for n ≥ 2.
(ii) U(n, α, P ) = u(r, n+ 1, a−) and for a non-leaf node y,

u(y, n, a) = min min
m∈[1,n]

u(yL,m, a) + u(yR, n−m+ 1, a),

min
m∈[1,n−1],a1∈A

u(yL,m, a1) + u(yR, n−m,a1)

 .

Similarly we define the function o(y, n, a) for Problem 5
and have the following.

Lemma 8. The function o(y, n, a) satisfies
(i) For a monochromatic node y with a corresponding ac-

tion ay: If a ≥ ay then o(y, 1, a) = |a−ay| ·py and if a < ay

then o(y, 1, a) =∞. In addition, o(y, n, a) = 0 for n ≥ 2.
(ii) O(n, α, P ) = o(r, n+ 1, a−) and for a non-leaf node y

o(y, n, a) = min min
m∈[1,n]

o(yL,m, a) + o(yR, n−m+ 1, a),

min
m∈[1,n−1],a1∈A

o(yL,m, a1) + o(yR, n−m,a1)

 .

The dynamic programming algorithms can be easily derived
from the above formulas. The analysis of their time and
memory complexities is the same as for the previously men-
tioned algorithms.

7.2 Two-Dimensional Classifiers
We briefly discuss how all the presented algorithms can

be generalized for two-dimensional prefix classifiers, a pop-
ular class of classifiers in which rules are defined on two
fields such as the source IP and the destination IP ad-
dresses. A two-dimensional prefix rule is composed of two
one-dimensional prefixes and allows headers that match in
both fields. In order for the LPM-based matching to be
unambiguous, we assume as in [26] that the given classifier
is consistent. In such a classifier, any two rules are either
disjoint or nested, i.e. either the set of matching headers in
one rule is a subset of the set in the second or these sets are
disjoint.

With a limited number of allowed rules, our goal is to
find a classifier that achieves a maximal approximation ra-
tio based on a known distribution of the two-dimensional
headers. For a prefix x in the first field and a prefix y in
the second, we calculate an optimal encoding of the head-
ers in the rectangle (x, y). Such a rectangle represents the
Cartesian product of the two subtrees that correspond to
the prefixes x, y in the two fields. The algorithms for all
discussed problems can be generalized in a similar way. The
key observation is that an optimal encoding for the rectan-
gle is obtained by splitting it into two halves along one of
the fields. A similar claim appears in [26] regarding exact
representations of classifiers.

8. DISCUSSION
Dealing with incorrect classifications and cache

misses: The choice of Approximate Classification vs.
Cached Classification and the method for handling incor-
rect classification and cache misses depend on the applica-
tion. For instance, with classification errors loops can oc-
cur in a routing application, and an application designed to
filter illegal traffic might erroneously allow unwanted pack-
ets. Hence, Cached Classification would be more suitable
for these applications. In some applications, e.g. load bal-
ancing among servers in a data center network, incorrect
classification for a small fraction of the traffic might be tol-
erable. In the Cached Classification scheme, upon receiving
‘?‘ we have several choices how to obtain a correct classifi-
cation. First, we can calculate the classification in a slower
path, i.e. by accessing a second-level larger memory or, in
software defined networks, by sending one packet header of
a flow that cannot be classified to the network controller.
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Figure 3: Block diagram of the prototype for the Cached
Classification scheme.

Generality of the solutions: We have described al-
gorithms that obtain the optimal classifier with a limited
number of rules for the Approximate Classification prob-
lem, the Cached Classification problem, and for additional
problems related to numerical classifiers. The algorithms
differ in the initial values of the recursive formulas for the
monochromatic subtrees. In all problems, the function value
of a node for a possible limited-size encoding is given by
the sum of the values of its two subtrees. As mentioned,
the number of rules in an encoding achieved by combin-
ing two encodings for two adjacent subtrees does not de-
pend on a specific metric. Let the function I(·) be the in-
dicator function that takes the value of 1 if the condition
that it receives as an argument is satisfied, and 0 other-
wise. The algorithms can be generalized to any metric in
which the value of an encoding that implements a func-
tion φ is given by

∑
x∈{0,1}W F(α(x), φ(x), px) for an ar-

bitrary function F , and the constraints of the function φ
can be also expressed based on the values for each header.
In such cases, the similarity of the functions is separa-
ble for the different headers. In particular, for the de-
scribed problems we have for Approximate Classification
F(α(x), φ(x), px) = px · I(α(x) = φ(x)), for Cached Classifi-
cation it can be px ·I(α(x) = φ(x))−1·I(φ(x) /∈ {α(x), ‘?‘}).
Here, an incorrect classification of a single header decreases
the function value for the complete binary tree by at least
one and guarantees that its value will not be positive.
Likewise, for One-Sided Approximate the function can be
px · I(α(x) = φ(x)) − 1 · I(α(x) > φ(x)), for Unconstrained
Dissimilarity the function is px · |α(x)− φ(x)| and for One-
Sided Dissimilarity it is px · |α(x)− φ(x)|+ I(α(x) > φ(x)).
This family of algorithms can be presented as an extension
of the algorithm from [26] for the special case of exact en-
coding. An exact encoding can be obtained with a function
F of the form 1− I(α(x) = φ(x)). Then an exact encoding
exists for a value of n for which a zero value of F exists for
the complete binary tree.

We have assumed that the classification function α in the
input is represented by an (exact) prefix classifier. The al-
gorithms can find optimal solutions with prefix rules also for
an arbitrary function α. However, in this case the number of
monochromatic trees can be much larger resulting in larger
time complexity of the algorithms.

9. EXPERIMENTAL RESULTS
We performed extensive simulations to validate the pro-

posed approaches on a workstation with a 2.50GHz Intel
Core i5 CPU. Since the effectiveness of the proposed ap-
proach depends on the correlation between the header dis-

Table 2: Description of FIBs examined with the number
of distinct actions, the number of leaves and nodes in their
original representations, and the number of ORTC rules.

FIB Name #actions #leaves #nodes #rules
(ORTC)

SFR-HMS 27 235624 471247 71802
AS1221 4 261889 523777 94231
AS4637 3 105234 210467 35872
AS6447 36 375261 750521 160835
AS6730 186 336828 673655 140481
HBONE 195 284716 569431 107739
TAZ 4 150095 300189 49285

tribution and the input classifiers, ideally they should be
collected together at the same time in the same network
component. We could arrange one such measurement in a
campus network. In addition to the documentation of the
corresponding Forwarding Information Base (FIB), a full
day traffic capture was performed on December 22, 2014.
The measured link was a 10Gigabit Ethernet port of a Cisco
6500 Layer-3 switch which transfers the traffic of two build-
ings on a campus site to the core layer of the local network.
We refer to this measurement as the BME FIB and trace.
As additional classifiers, we used 7 access and core FIB in-
stances taken from [21], as summarized in Table 2. We used
real Internet traffic traces to calculate the header distribu-
tion measured at four Tier 3 Internet Service Providers (ISP)
on 8 different routers. Each trace was captured for 2-4 min-
utes with WireShark inlcuding at least 2 million packets.
For each FIB we used each traffic trace to compute the ex-
act header distribution, that in total resulted 7× 8 problem
instances. Note that, in practice the exact header distribu-
tion is not known in advance, but instead it can be estimated
according to some historical data.

We implemented a prototype of the Cached Classifica-
tion scheme. The prototype has a fast classifier with a
small memory and a slower classifier without memory lim-
its. The fast classifier corresponds to a wire speed hardware
device, while the slow classifier to a software-based com-
ponent. Note that, the hardware component can be 10 to
100 times faster than the second component. Fig. 3 shows
the block diagram of the prototype. A packet first reaches
the fast classifier and is either classified correctly, or the in-
dication ‘?‘ is obtained and the packet is sent also to the
slower classifier. The prefix rules in the fast classifier are
updated periodically once in an update period. At the end
of each period a new set of rules is computed for the fast
classifier according to the measured header distribution in
the current period. The header distribution is measured by
sampling the incoming packets. We examined several sam-
pling rates 1 : x, for which one among x consecutive packets
is used to compute the header distribution. The new rule set
is loaded to the fast classifier for the next period after some
delay. This delay is modeled as the computational time of
the algorithm plus a fixed loading time that represents the
time it takes to load a new set of rules in the fast classifier.

Fig. 4 shows the probability of a header to be included in
each of the leaves in the ORTC representation of the BME
FIB according to the BME traffic trace truncated to different
time periods. See also Fig. 2 as an illustration, where the
probability of each leaf is drawn next to the leaves. We sort
the leaves in non-increasing order of the probabilities and
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Figure 5: The sensitivity of the input data.

Fig. 4 shows the empirical cumulative distribution function
(CDF) as a function of the length of the truncated traffic
trace. Note that roughly 50% of the traffic is mapped to a
single leaf. This illustrates how biased is the distribution we
are facing in the classification process.

9.1 FIB Caching at Tier 3 Networks with Ex-
act Header Distribution

On the axes of Fig. 5-7 the logarithmic scale is used. We
plot 1 − approximation ratio, which is also called the error
ratio or the cache miss ratio for the Approximate Classifi-
cation or the Cached Classification problems, respectively.

Fig. 5(a) shows the results of Cached Classification of
HBONE FIB where the prefix popularities are computed
with 8 different traffic traces. As detailed in Table 2, 107K
rules are required for exact classification with ORTC, and
surprisingly with 25 rules an approximation ratio of 30-95%
is reached for the 8 traces. A ratio of 99% requires 250-
1800 rules, and that of 99.9% 1300-4500 rules. On average,
with exact knowledge of the header distribution, roughly
1% (1077) of the rules required by ORTC was sufficient to
classify 99% of the traffic by the fast classifier.

In Fig. 5(b) all the FIBs were evaluated with a single
traffic trace which is one of the 8 traces mentioned above.
This trace has 2, 206, 097 packets captured in 163 sec in a
rate of 13, 300 packet/sec on backbone link with an average
bandwidth of 105 MBit/sec. The same FIB and traffic trace
pair is drawn with thick lines on Fig. 5(a) and (b). Here,
an approximation ratio of 99% requires 100-700 rules for the
same traffic trace depending on the FIB.

Fig. 6 shows the average error ratio for Cached and Ap-
proximate Classification over all the FIBs and traffic traces.
It is an average of the 7× 8 instances. The 95% confidence
interval is also plotted as a shadow of the curves of the opti-
mal algorithms. On average Cached Classification required
2.77 times more rules than Approximate Classification for
the same approximation ratio. This factor decreases as we
have a larger approximation ratio and the same number of
rules is required to for an approximation ratio of 1. The
figure also shows the results of the greedy heuristics intro-
duced in Section 4 (see also Table 1 as an example). The
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Figure 6: The error ratio and the cache miss ratio vs. the
number of rules. The average over 7 × 8 problem instances
with all FIBs and data traces. The 95% confidence interval
is also plotted.

greedy algorithm for Approximate Classification provides a
decent performance compared to the optimal encoding ob-
tained by the dynamic program; however, the performance
of the corresponding greedy algorithm for Cache Classifica-
tion is not acceptable. The figure also shows the results of
the algorithm Dependent-Set from [27] that also relies on
rule caching. It is important to indicate that their solution
is more general and supports also non-prefix classifiers. We
used the ORTC rule set as the input to that algorithm.

9.2 The Effect of Imprecision in the Header
Distribution

The described prototype has 3 parameters: the update
period, the sampling rate and the loading time. Fig. 7(a)
shows the approximation ratio as a function of the length
of the update period for the BME trace and FIB. We used
32, 128 and 512 for the rule limit of the fast classifier. As a
reference we also added the theoretical optimum for the ap-
proximation ratio, which is computed with the exact header
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Figure 7: The performance of the classifier prototype on BME FIB and trace.

distribution and shown with filled marks. In general longer
update periods always results in lower approximate ratio.

We also investigated the effect of the load time of the fast
classifier. We model the delay as the sum of the rule compu-
tation time and the time it takes to load a new set of rules
to the fast classifier. Fig. 7(b) shows the approximation
ratio as a function of the delay. Longer delays result in per-
formance degradation as the header distribution changes in
time. In our observation the prototype was little sensitive
to the time of loading a new rule set to the fast classifier.
Fig. 7(c) illustrates how the sampling rate affects the per-
formance. Larger but reasonable cache miss ratios can be
observed also for low sampling rates.

10. RELATED WORK
Compression of packet classifiers as well as of Forwarding

Information Bases (FIBs) is a well studied problem. The
problem was considered for a wide range of memories. The
ORTC algorithm [20] obtains an optimal representation of
a longest prefix match (LPM) classifier in the minimal pos-
sible number of prefix rules. A similar approach called FIB
aggregation [28] suggests aggregating rules with the same
action. Similar techniques are described in [29,30]. Entropy
bounds on the size of an LPM-based classifier and algorithms
to obtain them were presented in [21]. [14] discussed how to
reduce the width of a classifier by eliminating some of its
fields. Codes for fixed-width memories have been described
in [31,32].

In particular, the problem of dealing with the limited size
of TCAMs has been well studied. A wide range of memory-
efficient representations of classifiers in TCAMs have been
suggested [33–37]. For instance, the compression can be
achieved by eliminating redundant rules [13], by learning
the interactions between different rules [14, 15], or by per-
forming block permutation [16]. There is a special interest in
developing efficient TCAM coding schemes for range-based
classification rules [17–19,38–40].

The concept of using slow and fast classifiers for rule
caching is not new [9, 10]. In an LPM-based classification,
the existence of a matching rule for an incoming packet
among the set of cached rules does not necessarily mean

that this is the correct rule, since there might exist a longer
matching rule among the non-cached rules. [41] described
schemes for selecting a subset of rules that avoids this phe-
nomenon, known as the cache hiding problem. [42] tackled
the same problem by introducing rule caching for fast line
cards wakeup. [27] described a system that caches the most
popular rules in a small TCAM while handling the others
in software. A recent approach suggested distributing the
rules of a classifier among several limited-size TCAMs in the
network [43–45].

11. CONCLUSIONS
In this paper, we have described a lossy compression ap-

proach for limited-size classification modules, in particular
TCAMs. We have presented different similarity metrics for
classifiers and developed algorithms that find optimal clas-
sifiers under different constraints. In particular, we have
presented a scheme in which a special indication is always re-
turned for headers that cannot be classified correctly. Then,
a correct classification can be achieved by accessing the net-
work controller or another memory level. We have explained
how the approach can be applied to a wide range of classifiers
within different modules. Extensive experiments showed a
significant reduction in the size of real classifiers based on
real campus traffic.
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APPENDIX
Proof of Observation 1: An exact representation obtains an
approximation ratio of 1 for both problems. If such an exact
representation does not exist (n < n0), consider an optimal
encoding for the second problem. It must include at least
one rule with ‘?‘ that matches at least one header. Based on
this encoding, we can simply obtain a solution for the first
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problem that achieves a larger approximation ratio. To do
so, we replace the action of ‘?‘ in such a rule by an action in
A that corresponds to one of the headers with a first match
in that rule. Such a change does not affect any header that
was originally classified correctly, while at least one header
previously mapped to ‘?‘ is now classified to its required
action.

Proof of Lemma 1: Any header that had a longest match
in one of the rules other than Sj → aj will have a longest
match in the same rule after removing rule Sj → aj .

Proof of Theorem 1: In such a classifier, a header that was
classified correctly by having a longest match in a selected
rule will have again a longest match in the same rule and will
be classified correctly again. In addition, all headers that
had no much in any of the n0 will again have no much in the
subset of rules. Such rules are mapped to the default action
in both cases. The last lower bound is deduced by a simple
lower bound on the average of the largest n popularities and
the consideration of the probability that a header does not
match any rule.

Proof of Observation 2: Consider an encoding with n rules
S1 → a1, . . . , Sn−1 → an−1,−/0→ ‘?‘ composed of the n−1
longest rules in the encoding of Cα and a last default rule
that returns ‘?‘. It classifies correctly all headers matching
one of these n − 1 longest rules in the exact encoding with
n0 rules and therefore achieves an approximation ratio of
Σi∈[1,n−1]p

i. This encoding is legal since it returns ‘?‘ for
any other header.

Proof of Lemma 2: Consider an encoding φ(r, n + 1, a−)
that obtains the approximation ratio g(r, n+1, a−). In such
an encoding the last rule of the form r → a− is redundant
since a− is the default action. By eliminating this rule we
can have an encoding of n rules that achieves the same ratio
and therefore G(n, α, P ) ≥ g(r, n+ 1, a−). Likewise, for any
encoding with n rules that obtains G(n, α, P ) we can add
a rule of the form r → a− while still obtaining the same
approximation ratio. This is a legal encoding for g(r, n +
1, a−). Thus we also have that G(n, α, P ) ≤ g(r, n + 1, a−)
and the equality is satisfied.

Proof of Lemma 6: For a monochromatic node y an en-
coding of the form y → a is legal if a ≥ ay and achieves
an approximation ratio greater than zero only if a = ay.
Likewise, a legal encoding for a non-leaf node y can be com-
bined by the merging of legal encodings for the two subtrees
regardless of the specific optimization function.

Proof of Lemma 7: The proof is similar to the proof of the
previous lemma with the following change: For a monochro-
matic node y the encoding y → ay with a single rule has a
dissimilarity of 0, while an encoding of the form y → a for
a 6= ay has a dissimilarity of |a− ay| · py.

Proof of Lemma 8: Again, the proof is similar to the pre-
vious proofs. To avoid an illegal encoding of the form y → a
for the monochromatic node y when a < ay, we set the value
of the function o(y, 1, a) to be ∞.
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