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Abstract—Packet classification has wide applications suchsa
unauthorized access prevention in firewalls and Quay of
Service supported in Internet routers. The classifie containing
pre-defined rules is processed by the router for fiding the best
matching rule for each incoming packet and for takng
appropriate actions. Although many software-based @utions
had been proposed, high search speed required fomternet
backbone routers is not easy to achieve. To accelézahe packet
classification, the state-of-the-art ternary contettaddressable
memory (TCAM) is a promising solution. In this pape, we
propose an efficient multi-field range encoding same to solve
the problem of storing ranges in TCAM and to decreas TCAM
usage. Existing range encoding schemes are usualinge-field
schemes that perform range encoding processes inettrange
fields independently. Our performance experiments o real-life
classifiers show that the proposed multi-field rang encoding
scheme uses less TCAM memory than the existing siegfield
schemes. Compared with existing notable single-féélencoding
schemes, the proposed scheme uses 12% ~ 33% of TCAM
memory needed in DRIPE or SRGE and 56% ~ 86% of TCAM
memory needed in PPC for the classifiers of up to0k rules.
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. INTRODUCTION

In modern network architecture,
important components. A router is a device thatrgdnnects
two or more networks and interchanges packets leetweem.
By inspecting the information in the packet headenfers can
decide the target network and select the prefeyatid between
any two networks for the packets. However, thedapbwth
of Internet has caused increasing congestion ackep#oss at
intermediate routers in recent years. Internetiserproviders
(ISPs) would like to provide the differentiated \Sees.
Therefore, some important new network serviceslaveloped
for routers to provide different levels of servic&® meet the
service requirements, routers need to implemeetafanction,
called packet classification, to distinguish anasslfy the
incoming packets into different classes of services

Packet classification is an enabling function intess to
support many network applications, such as Quafitgervice
(Qo0S), security, monitoring, and network intrusidetection.
To achieve the high performance, the speed of pack
classification is often a bottleneck in routers. gerform the
function of packet classification, routers needeoognize the
information of the incoming packets specified bylassifier

containing a set alulesthat are used to check the header ﬁeldcategorized into

values. Packet classification is the process ofitifjing the
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rules within a classifier that the incoming packeatches.
Rules in the classifier consist of five fields ataction value.
The five fields are the source/destination IP askke, the
source/destination port numbers, and the protouotber. In
order to decide the action taken for each inconpiagket, the
router needs to search the matching rule in tresifier.

With the increasing network traffic and size ofsdlidiers,
packet classification speed is becoming more andemo
important. In recent years, many software-basedkgtac
classification schemes are proposed [4][9][11][1Ri; they are
not fast enough to reach the performance demangéudrnet
backbone routers. To accelerate the search speetjak
hardware support is a good approach. Ternary cbnten
addressable memory (TCAM) is often used to soleepiécket
classification problem because of its speed, sirdpiEgn and
management. When a search operation is undertaKEGAM,
parallel comparisons on all TCAM entries agains thput
data are processed and all matching entries cantpet in one
clock cycle. Another feature is that TCAM allows tlaird
matching state of “*” or “don’t care”. If a bit iset to ', it can
be matched by “0” and “1”.

Although TCAM can compare all entries in one cloitk,
still has three primary disadvantages that are higidware

routers are the tmo<cOSt, high power consumption, and inefficiency ioriag

range data. In order to store rules into TCAM, ibsue of
storing range data such as source and destinati@mpmbers
must be solved. Any arbitrary range can be preqssed to
convert to one ore more ternary strings which dantdon’t
care” hits. This preprocessing procedure is caltadge
encoding To store rules into TCAM, the source and
destination port field values should be encodedall, the
ternary strings obtained by encoding the range figllues are
concatenated with other three prefix fields befmeng put into
TCAM. Because the length of ternary strings andrthmber
of concatenations greatly affect the TCAM memorages
how to design a memory-efficient encoding schentbdanain
issue in this paper.

The rest of the paper is organized as follows.eletien I,
the related work for packet classification is Hyiedescribed.
The section Il illustrates the proposed schemextiéh IV

&xperimental results and the last section concltiiepaper.

The encoding scheme for packet classification can b
two types,database-independentand

RELATED WORK

database-dependesthemes. For database-dependent schemes,
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Fig. 1: 2-D originalranges, regior, elementary regioi, and codeworcs.

the codeword assignment of a range is not indepermdether
ranges. While performing search operations, theermeeds to
fetch the codeword corresponding to the range kdag from
memory first, and then uses the codeword to exethte
matching operation in TCAM. On the contrary, databa
independent encoding schemes do not need additicgr@ory

encoding scheme independently. Because too maryslayill
cause longer codeword, thayered Interval Encodingcheme
[2] provides methods to find the maximum independele set.
There is another type of encoding scheme, calgdrid
encoding schemeuch as DRES [7]. The main idea is that the
extra TCAM bits are used to encode the rules wihiabse
large rule expansion and thus the encoding contglesin be
decreased.

I1l.  PROPOSEDSCHEME

In this section, we propose a multi-field range agticg
algorithm. We process multiple fields simultanegusind
assign suitable ternary strings for all the twddfimnges where
the two fields are assumed to be source and d#stinport
ranges in this paper. In most cases, the lengtarnéry string
in multi-field encoding scheme is shorter than tbasingle-
field encoding scheme. In order to decrease the MICA
memory usage, our proposed scheme solves thisepnoby

to store codewords, and each range can be encodading one TCAM entry for each rule and the lengththe

independently. The advantage of database-deperdeatiing
schemes is the efficiency of utilizing memory spaBet, the
drawback is that it is hard to perform update of@na when a
rule is added or deleted because all codewords twebd re-
calculated. Subsequently, we will briefly descrdoene famous
database-independent and database-dependent schemes

A. Database-independent Range Encoding

In order to encode arbitrary range independentgnfother
ranges, thelirect range-to-prefix conversidi] is the simplest
scheme that uses multiple prefixes to represeahger. But, its
worst case is 2W-2 prefixes for a range in W-birads space.
In the direct conversion, Gray code is better thimary Buddy
code for encoding ranges into ternary strings. Bwocessive
codewords in Gray code must be differed by oneahit thus,
fewer ternary strings are needed for a range thatd{d code.
The Overlapping Range Encodin@®RE) [8] andShort Range
Gray code EncodingSRGE) [1] provide the efficient way to
find the near minimum number of ternary strings dorrange.
In [12], authors proposed another scheme, cdbathbase
Independent Range PreEncodifQIRPE). By using specific
format to represent a value, DIRPE can convertrémge to
fewer ternary strings directyTCAM Razor[16] and Range
Code-Length Optimalitj17][18] reduce the number of TCAM
entries by identifying semantically equivalent reds.

B. Database-dependent Range Encoding

The Bitmap-intersectionscheme [14] is a straightforward
ran

database-dependent scheme in which each port

corresponds to a bit of a bitmap used to recordcthesring
rules. But the disadvantage is the size of bitnsagependent
on the number of distinct ranges. To solve thisofam, the
elementary interval based encoding schemes aregedpThe
elementary interval-based scheme using binary ctte Gray

code (EIGC) [6] scheme assigns each elementary inteaval

codeword based on Gray code [10]. The ternarygsrior a
range can be obtained by combining the codewords! dhe
elementary intervals covered by the range. Anoémaoding
scheme calledParallel Packet Classification(PPC) [15]
groups all rules into layers and each layer campéréormed
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ternary string can be limited.

The two-field range defined in a rule is calldyinal 2-D
rangein the paper. Before introducing the proposed dimgp
algorithms, the following definitions of region aetementary
region are needed. The relationships of two orig?A ranges
must satisfy one of following three conditions:

1) Disjoint: A and B are disjoint if and only if addie
intersection of A and B is empty, i.,eN\B = 2

2) Partially overlapped: A is partially overlapped WwiB if
and only if AOB # g@or A or B.

3) Enclosed: A encloses B if and only ifi&8 = B.

Definition 1: A region is a rectangular area corresponding
to a pair of 1-D elementary intervals, which is gmsed from
the source and destination port range fields.

Fig. 1 shows a simple example. There are two oppita
original 2-D range®, andR;. Five elementary intervals, to
X4 in field X and five elementary intervai¥g to Y, in field Y are
formed from these two rules. As a result, there e = 25
rectangular regions each of which correspondsgairaof two
elementary intervals belonging to fieldsandY. For instance,
regionr, in Fig. 1 is formed by elementary interval pais,(Ys).
Original 2-D rangeR, contains four regionsgy, ry, r,, andrs,
and Original 2-D rangR,; contains four regions, ry, rs, andre.

Definition 2 (Elementary region): Let the set of k
elementary regions constructed from an original 2abge set
eof 2-D W-bit rules be X = {ERi = 1 to k}. Each elementary
space of (0 ...2—1, 0 ... # - 1). X must satisfy the following:
(1) All addresses in ERare covered by the same subset of
original 2-D ranges (called the range matching s€tER,
denoted by ERange), and (2) The range matching sets of two
different elementary regions are not equivalent.

Based on above definition, similar to elementargrival
defined in [5], the regions belonging to the sarfementary
region match the same set of original 2-D rangés. Shape of
an elementary region is not necessarily a rectangnd also
does not necessarily cover a contiguous addresse.spa

gion ER covers a subset of addresses in the 2D address
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Fig 2: (a) The original -D range set in one layer. (Vset for «ach i-D range. (c) encoding st-cube in ~cube. (d) Eli’s codeword. (e) i’s ternary string

Consider the same example in Fig. 1. There are fouglementary interval ID arrays and one memory actesbtain

elementary regions constructed from the origin@l eangeR,
and R;. Elementary regiorER, covers regions,, ri, andrs,
ER, covers regioms, andER; covers regions,, rs, andreg. ER,
covers all the remaining regions. The search ojp@rahust
locate the elementary region corresponding to tedér field
values of the incoming packet and return the inésliate
codeword of the located elementary region whicthén used
to search the ternary strings constructed fronptbposed 2-D
range encoding schemes.

the codeword from codeword memory. Compared to the
single-field searching architecture, the multidielsearch
architecture needs only one more memory accedsouddh the
multi-field search architecture needs additionaé anemory
access, the total SRAM access time is quiet small.

B. Layered Approach

If the relationship of any two original 2-D rang@sandR,
is disjoint or enclosed, performing the codewordigrsment

In a single-field encoding scheme, such as PPC, thean be as simple as in PPC [15]. We classify afiral 2-D

intermediate codewords have to be assigned tdetientary
intervals and also the ternary strings for all triginal 1-D
ranges have to be determined. For the same reasayr
proposed scheme, we need to assign intermediagavoods to
all elementary regions. For exampleR in Fig. 1 is assigned
codeword “01”, an€ER is assigned codeword “11”, aidRs; is
assigned codeword “10”. By combining the codewoals

elementary regionER, and ER,, Ry can be expressed as a
ternary string “*1”, Similarly,R, can be expressed as a ternary

string “1*". In addition, the intermediate codewdf@d’ has to
be assigned to the default elementary region. Téie msue is
how to assign an appropriate codeword of lengtlstest as
possible to each elementary region such that eagimal 2-D
range can be represented by only one ternary st@ingsider
the same example in Fig. 1. Supp&d®, ER, andER; are
assigned with “01”, “10”, and “11", respectivelR, can be
represented by one ternary string “1*" but two &¥nstrings

“01” and “10” are needed fdR,. So inappropriate elementary

region codeword assignment will fail to represeatheoriginal
2-D range as one ternary string, which is the prynadjective
of the proposed encoding algorithms.

In single-field searching operation, the router dseéwo
memory accesses to fetch the codewords of respeptivt
fields. Then, the two found codewords are concagehaith
the header values of other fields to be the seagchkey in
TCAM. The multi-field hardware architecture is dianito the
single-field architecture. When an incoming packeives, the
router fetches port numbers of two port fields frgacket
headers. By using those two port numbers, the rawte find
out two corresponding elementary intervals of EdsandEl,.

ranges into many groups, callethyers in which the
relationship between any two original 2-D rangeshie same
layer must be disjoint or enclosed. We can perfdima
encoding procedure for each layer independentlike&/iPPC
scheme, our proposed layered scheme can put tiear2-D
ranges into the same layer no matter they are sedtland
disjoint.

Our goal is to assign a codeword to each elemenggign,

d each original 2-D range can be representednly ane
ternary string. We need additional structures anstraints to
execute the codeword assignment. In this papenseegraph
theory to find the correct and efficient codewossignment.
The proposed codeword assignment algorithm is based
hypercube Hypercube is suitable for encoding because of its
regularity and symmetry properties. Am-dimensional
hypercube is also called amcube orQ,, which contain2"
vertices,n2™-1 edges, and the degree of each vertax iBhe
most important property is that each node imamube can be
uniquely represented by awrbit codeword in such a way that
two vertices are adjacent if and only if their coded differ in
exactly one bit. If a graph is a subgraph ofracube, each
vertex can get a codeword from the correspondimgxen n-
cube. We will try to convert all original 2-D rargé a graph
and find a mapping from a vertex in thlmecube to each
elementary region. If it is successful, it mearisel@mentary
regions can be assigned with mbit codeword and ultimately
each 2D range can be represented by only one yestréng
corresponding to a sub-cube. The vertices mappethdo
elementary regions covered by a 2-D raRyéorms a vertex
set, calledVset The following constraint is the necessary

Then, IDsEl, and El, are used as the key to search thecondition to meet for all 2D ranges.

codeword memory structured as a 2D array using the

elementary interval IDs as the indices. Finallypnir the
codeword memory, the codeword of the correspondégipn

Congtraint 1: [Vset| = 75 andVset must form am-cube.

In constraint 1, because any sub-cubes in-anbe can be

can be obtained. Based on this procedure, we need t represented as one ternary string, we restrictntiveber of
memory accesses (can be run in parallel) to actless yertices in each original 2-D range to be a powfe2.df the
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R: the original 2-D range set

AdjMatrix: Record all edges for entire graph

01 function EncodindR, AdjMatrix)

02 Ordered_list =sortR in decreasing order by their Vset sizes

03 while (Ordered_list is not emply

04 R = the first original 2-D range i@rdered_list

05 add virtual regions foR

06 Map-To-CubéR, AdjMatrix)

07 remove the first original 2-D range fro@rdered_list

08 end while

09 Assign-Codewor@\djMatrix)

10 end function

11 function Map-To-CubéR;, AdjMatrix)

12 d =[log,(# of elementary regions and virtual region&in

13 Create al-dimensional sub-cub®s,,

14 Obtain all sub-cubes which belongRofrom AdjMatrix

15 Find mappings for all sub-cubes and isolated vestioQsus

16 Record all edges @, in AdjMatrix

17 end function

18 function Assign-Codewor@AdjMatrix)

19 Create al-dimensional), whered =[log,(# of elementary regions
and virtual regions)

20 Obtain all sub-cubes frodjMatrix

21 Find mappings for all sub-cubes and isolated vestinQ.

22 Assign codewords to all elementary regions accordio the
corresponding vertices iQ

23 end function

Fig 3: The pseudo code of layered encoding scheme.

produced graph is a sub-graph ofracube, every elementary
region can be assigned an appreciate codeworahartdrnary
string of each original 2-D range can be obtaingddimbining
all the codewords of the sub-cube. After convertaigthe
original 2-D ranges to a graph, if we show that ¢baverted
graph is a sub-graph of amcube, we can easily carry out the
process of codeword assignment.

For the purpose of finding the correct result, clying
with constraint 1 is necessary. If there is onenore original
2-D ranges not complying with constraint 1, itngpiossible to
find the correct result. Fig. 2(a) shows an exanapie Fig. 2(b)
list the Vsetsof all original 2-D ranges. It is obvious that the
Vset of R, does not comply with constraint 1 becalRe
contains 5 elementary regions.

In order to resolve this problem, we add extra eletary
regions (also called virtual regions) to satisfynstoaint 1.
Because virtual regions are fictitious, they wibit the matched
against input key. After adding virtual regions smme
elementary regions, all original 2-D ranges canfaon to
constraint 1. Because we also need to assign avoodeo
every virtual region, producing too many virtuagiaens will
increase the complexity of finding the mapping @fraph onto
a sub-cube. Thus, we have to limit the number ofuai
regions added as much as possible. In order to fived
minimum allocation of virtual regions, we shouldechk all
original 2-D ranges in a decreasing order of th&et size.
Assume there are two original 2-D rarigeandRg in the same
layer and the VseR, is larger tharRs. We add virtual regions
to RgbeforeR, becausd®, may enclosés. Fig. 2(b) shows the
result. Becausé,, Rs, Ry, and Rs satisfy constraint 1R, is
appended with three virtual regioi®, VR,, andVRs.
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Another important problem is how to connect therecir
edges between the vertices corresponding to athesleary
regions. In constraint 1, the elementary regionsrggng to
the same original 2-D range should form a sub-dnban n-
cube. So, the edge-connecting order is importititeloriginal
2-D range Ry enclosesRg, the edge-connecting procedure
should proces$s before Ra. For example, in Fig. 2(c), the
edge- connecting order should be in the ordé&,eb R,, Rs, or
Rs — R;. BecauseR,, R;, andRs are mutual disjoint, process
those three original 2-D ranges in arbitrary ondiéirnot affect
the final produced graph.

Fig. 3 shows the pseudo code of the proposed emgodi
algorithm. In line 2, in order to get the procegsorder, we
record all original 2-D ranges in the decreasingeorof their
Vsetsizes. In line 5-6, the original 2-D ranemust comply
with constraint 1, so we add minimum number of uaft
regions toR, so that the size &fsetis a power of 2. Then, we
use function Map-To-Cube for R to map the vertices
corresponding to all elementary regions and virtegions of
R onto a sub-cube. To record the entire graph, weeadgacent
matrix AdjMatrix to track all created edges, and all edges
cannot be modified after being created. Repeat3iBeuntil all
original 2-D ranges are processed. In line 9, thection
Assign-Codewordnaps the entire graph onto arcube, and
each elementary region can obtain a codeword from t
corresponding vertex im-cube. Because we classify all
original 2-D ranges into several layers, each lagar perform
the encoding scheme independently, and every regan
obtain a codeword by concatenating the codeworad fyers.
For a search operation, the router can fetch avemdefrom
the located region by the port number of two patds, and
find the best matching rule via TCAM.

IV. EXPERIMENTAL RESULTS

We compare the proposed scheme with existing algosi
in terms of TCAM entry size, TCAM size and SRAMesiand
perform the experiments with classifiers of variosiges.
ClassBench [20] is a well-known benchmark that jules
classifiers similar to real classifiers used in thiernet routers
and input traces corresponding to the classifiéie three
different type classifiersaccess control list¢ACL), firewalls
(FW), andIP chains(IPC) are generated bglassBenchand
experimented in the simulation. Because the prapsskemes
are designed for encoding original 2-D range, iharce and
destination port fields in classifiers are only dise the
experiments. In order to evaluate the performanteowr
proposed schemes for classifiers of different sizes use 3
synthetic classifiers which arfevl, acll, andipcl with size
10,000. The evaluated schemes are direct rangeefix-p
conversion (DC) [3], SRGE [1], EIGC [6], DIRPE [1R®PC
[15], and our proposed schetagered approacliiLayer).

Table | shows the results for the synthetic classifof
around 10,000 rules. In order to correctly show ¢heoding
results of single-field encoding schemes with tuads, the
TCAM entry size of single-field encoding schemeshigained
by concatenating the encoding results of the tvedd$i In
acll 10k classifier, since the range in source port is only
wildcard, the needed TCAM entry size can be deeckas
most of the schemes, such as DIRPE, PPC, EIGCB&map.
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