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Abstract—This paper presents a systematic technique for expressing a string search algorithm as a regular iterative expression to
explore all possible processor arrays for deep packet classification. The computation domain of the algorithm is obtained and three
affine scheduling functions are presented. The technique allows some of the algorithm variables to be pipelined while others are
broadcast over system-wide buses. Nine possible processor array structures are obtained and analyzed in terms of speed, area,
power, and /O timing requirements. Time complexities are derived analytically and through extensive numerical simulations. The
proposed designs exhibit optimum speed and area complexities. The processor arrays are compared with previously derived

processor arrays for the string matching problem.

Index Terms—Processor array, string search, deep packet classification, parallel hardware.

1 INTRODUCTION

THE string matching problem is employed in packet
classification, computational biology, spam blocking,
and information retrieval, to mention only a few applica-
tions. String search operates on a given alphabet set ¥ of
size |X|, a pattern P = pyp; - - - pp—1 of length m, and a text
string T' = tyt; - - - t,,—1 of length n, with m < n. The problem
is to find all occurrences of pattern in the text string.

The average time complexity for implementing the string
search problem on a single processor was proven to be O(n)
[1]. To meet the requirement of fast string matching, several
hardware solutions were proposed that made use of
advances in Very Large Scale Integration (VLSI) and
processor array design techniques. Processor arrays are
simple, regular, and modular structures for implementing
several recursive algorithms [2], [3], [4]. Several authors
developed techniques for mapping regular iterative algo-
rithms onto processor arrays [3], [4], [5], [6], [7], [8], [9]. This
paper presents a systematic methodology for obtaining
several processor array architectures for deep packet
classification based on the techniques developed in [9].

Packet classification refers to the identification and
classification of individual data packets arriving at a switch.
There are three types of packet classification tasks [10]:
1) Single-field classification (SFC) looks at a single field in
the packet header and is used mostly in packet routing.
2) Multifield classification (MFC) scans multiple fields of a
packet header to classify packets and support quality of
service (QoS) policies. 3) Deep packet classification (DPC)
[10], [11] examines the packet payload data in order to make
classification decisions for the high-level applications. This
paper deals with a hardware support for the DPC.

The need for DPC is increasing rapidly with the
emerging content-aware applications, such as content-
switching, load balancing, data streaming, policy-based
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firewalls, intrusion detection, etc. For such applications,
traditional look-up table and CAM (content-addressable
memory)-based search engines are not suitable [11], [12]. A
string search algorithm-based search engine is the most
suitable for those applications [11], [13]. Several efficient
linear string search algorithms have been developed [1],
[14], [15]. Most of these algorithms use preprocessing to
speed-up their search operations. This preprocessing
requires search operations and data index update. These
preprocessing operations do not use regular or iterative
operations, thus making them unsuitable for processor
array implementation. In [1], we proposed an algorithm
that achieves better performance without any preproces-
sing. But, that algorithm is suitable for the single processor
based hardware. In this paper, we deal with processor
array-based hardware solutions.

A hardware implementation for the algorithmic search
engine for packet classification can be assumed to have the
following characteristics:

e The text length n is typically big and variable
depending on the packet payload.

e The pattern length m varies from a word of few
characters to hundreds of characters (e.g.,, a URL
address).

e The word length w is determined by the data storage
organization and datapath bus width.

e Typically, the search engine is looking for the
existence of the pattern P in the text T, ie., the
search engine only locates the first occurrence of the
PinT.

o The text string T is supplied to the hardware in
word-serial format.

This paper is organized as follows: Section 2 discusses
the literature related to parallel algorithms and hardwares
for the string search problem. Section 3 introduces the
systematic methodology we employed to design the
processor array architecture. Sections 4, 5, and 6 describe
the resulting processor arrays derived in Section 3. Section 7
discusses the complexity analyses of our proposed hard-
wares. We verify the analysis results of the time complexity
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in Section 8 by extensive numerical simulations. In Section 9,
we compare our design with previously designed processor
arrays for the string search algorithm. Finally, we conclude
our paper in Section 10.

2 REeLATED WORKS

Different researchers tried different approaches to speed up
the string search problem using algorithmic and hardware
techniques. In this section, we summarize their works
under three categories.

2.1 Parallel String Search Algorithms

In this section, we discuss theoretical techniques for
developing parallel string search algorithms.

Jaja has proposed a parallel algorithm for string searching
in [16]. His proposed algorithm does several preprocessings
before performing the actual search. It preprocesses T' in
O(log, m) time using O(m) operations. It also preprocesses P
in O(log, m) time using O(m) operations. It does the actual
searching in O(log, m) time using O(n) operations. This
technique is intended for programmable multiple processor
systems. Processors do different tasks at different times.

In [17], [18], a constant-time randomized parallel string
matching algorithm is proposed. These algorithms compute
deterministic samples of a sufficiently long substring of the
pattern. Some parameters are randomly chosen during
implementation. These randomized algorithms require
O(log log m) time for preprocessing and constant time for
searching on a CRCW(concurrent-read concurrent-write)
PRAM(parallel random-access machine). The PRAM is a
shared-memory model of parallel computation which
consists of a collection of identical processors and a shared
memory. This complex technique is also intended for
programmable multiple processor systems. Processors do
different tasks at different times. In [19], Galil also has
designed a CRCW-PRAM constant-time optimal parallel
algorithm.

In [20], Misra uses the theory of powerlists [21] to
develop a parallel string matching algorithm. It can search
in O(log n) time using O(nm) processors. This algorithm
can even search wild card characters. The technique used in
this paper helps to derive a parallel algorithm. The paper
does not mention the type of the hardware that is suitable
for its implementation.

In [22], Chung has proposed a string matching algorithm
with variable length don’t cares. The proposed algorithm
can be performed in O(1) time on an m x n mesh-connected
computer with a reconfigurable bus system using O(nm)
processors. Bertossi and Logi also proposed an algorithm
with variable length don’t cares in [23]. But, their algorithm
can search in O(log n) time using O(mn/log n) processors
using the EREW (exclusive read exclusive write) PRAM.

2.2 Parallel Hardwares for String Searching

In this section, we summarize some hardwares (other than
processor array) for the string search problem.

Takefuji et al., in [24], proposed an algorithm that
requires m(n —m+ 1) processing elements and 2m(n —
m + 1) comparators to search P after only two iterations.
They have organized the processing elements into a neural

network array. Although the algorithm’s time requirement
is good, the area requirement is very high.

Cheng and Fu [25] proposed the space-time domain
expansion approach for the hardware implementation of
string matching. The time complexity of their approach is
O(n) using m x n processing elements. The algorithm’s
space-time complexity is high compared to other techni-
ques. Also they use ad hoc implementation technique that
needs verifications after implementation.

Isenman and Shasha [26] developed a hardware for string
matching using a deterministic finite state automaton based
on the standard technique of Knuth-Morris-Pratt algorithm
[27]. The hardware consists of an AT&T 32100 microproces-
sor that implements the compiled code for the UNIX System
command fgrep. The controller uses 28 single character
comparators together with four 16 bitadders. The speed of the
system depends on the complexity of the query, but the use of
multiple comparators in parallel enables them to achieve
performance of a factor of up to 500 compared to using no
parallel preprocessing. They verified the effectiveness of their
approach through extensive behavioral simulations.

2.3 Processor Array Designs for the String Search
In this section, we summarize some proposed processor
array implementations for the string search problem.

Foster and Kung [28] indicated that the design of fast
special purpose chips strongly depends on the correct
choice of an underlying algorithm that has properties of
modularity and regularity. These properties allow design of
processor arrays using different design procedures. Thus, a
good algorithm must have 1) few operations to be
implemented using few simple cells, 2) local and regular
data and control flow requirements, and 3) inherent
pipelining and multiprocessing features. Regular Iterative
Algorithms (RIAs) exhibit all these properties and the
challenge is to identify such an algorithm for the problem at
hand. The processor array, proposed by Foster and Kung,
accepts two streams of characters from the host machine to
represent the pattern and text. The output of the machine is
a stream of bits each of which corresponds to one of the
characters in the text string. We should note that such
preassumptions about data arrivals and productions place
constraints on possible processor arrays’ hardware spaces.
Foster and Kung identified a RIA suitable for the string
matching problem and their assumptions about data
arrivals forced them to use a hardware that is 50 percent
efficient since only one-half of the cells are active at any
clock cycle. They proposed alternate structures that elim-
inate this inefficiency. Perhaps another important contribu-
tion of their paper is identifying that classical algorithms
such as Boyer-Moore are not suited for fast hardware
implementations since they do not possess regularity or
modularity.

Mukherjee [29] devised a processor array to compare two
strings based on the longest common subsequence (LCS)
technique in O(n+m) time. The processor arrays were
based on dynamic programming and an iterative algorithm
was developed for this problem. The proposed processor
array had the text and pattern moving in opposite
directions.



GEBALI AND RAFIQ: PROCESSOR ARRAY ARCHITECTURES FOR DEEP PACKET CLASSIFICATION 243

Park and George [30] developed a processor array using
a data-flow technique. The run-time complexity of their
approach is O(n/d + o) using d x m processing elements,
where a equals logm for parallel hierarchical scheme and m
for parallel linear scheme, and d is the number of input
streams. Their approach cannot use data parallelism
efficiently. Parallelism is not applied when d = 1.
Michailidis and Margaritis developed a processor array
for the string search problem in [31] that required
preprocessing and search phases. The algorithm for the
preprocessing phase was expressed as a regular iterative
algorithm (RIA). The processor array for this phase was
obtained using a data dependency graph and was mapped
on the same processor array for the searching phase. The
searching phase was implemented based on a data
dependency graph for calculating a dynamic programming
matrix. The dependence graph was transformed to a “local
dependence graph” in order to ensure that input data is fed
at the edge nodes. Data timing and projecting the graph
nodes to processing elements (PEs) were done in one step.
In [32], Michailidis and Margaritis developed a processor
array for the string search problem using nondeterministic
finite automata. Like [31], they used dependency graph. Their
approach has the same complexities and problems as in [31].
Sastry and Ranganathan [33] devised a processor array
to calculate the edit distance between two strings based
on dynamic programming. In their array, pattern is not
searched in text. However, the approach can be applied
in the string searching problem. The hardware requires
m+mn —1 processing elements. The hardware has been
designed and fabricated using 2-micron CMOS p-well
technology. The time required to compare two strings is

(n + gD x 25 x 107 %s, (1)

where N is the number of processing elements. Equation (1)
assumes that the processing can be completed in a single
pass. If multiple passes are required, the required time is

<(m—1) X 2 % g} +n+ ED x25x107%.  (2)

They did not give reasons for some of the design steps.

3 A SYSTEMATIC TECHNIQUE FOR PROCESSOR
ARRAY DESIGN

Systematic techniques to design processor arrays allow for
design space exploration for optimizing performance
according to certain specifications while satisfying design
constraints. Several techniques were proposed earlier [3],
[4], [5], [9]. However, most of these techniques were only
able to deal with two-dimensional (2D) algorithms such as
one-dimensional digital filters design. They were all based
on developing a data dependence graph (DG) as the
starting point. Three-dimensional algorithms, such as
matrix-matrix multiplication, could not be easily handled.
A similar argument could be given for the case of designing
two-dimensional filters for image processing since these
algorithms give rise to four-dimensional data dependencies
and it would be hard indeed to visualize or analyze the
associated 4D dependence graph. The first author proposed
a formal algebraic procedure for processor array imple-
mentation starting from a regular iterative algorithm with

Input 7', P
fori =0ton—mdo
j+0
while (j <m A tiy; = pj)
j—73+1
end while
if (j =m)
match_flag <— TRUE
match_location <
exit
end if

end for

Fig. 1. The basic string search algorithm.

arbitrary dimensions [9]. The example given in that
reference dealt with designing a processor array for a
three-dimensional digital filter which gives rise to a
dependence graph in a six-dimensional space. We develop
here processor arrays for the string search problem using
that formal technique. The steps we employ to design an
optimized processor array for string matching are explained
in the following sections.

3.1 Expressing the Algorithm as an lterative
Expression

To develop a processor array, first we mustbe able to describe
the string matching algorithm using recursions that convert
the algorithm into a regular iterative algorithm (RIA). We can
write the basic string search algorithm as in Fig. 1. This
algorithm can also be expressed in the form of an iteration

using two indices 7 and j.

m—1

yi = /\ Match (ti1;,p;),
=0

0<i<n—m, (3)

where ¢;(Y,0<i<n-—m) is a Boolean type output
variable. If y; = TRUE, then there is a match at position
t;, i.e., tiivm—1 = Pom—1- Match(a,b) is a function that is true
when character a matches character b. A represents an
m-input AND function.

3.2 Obtaining the Algorithm Dependence
Graph (DG)

The string matching algorithm of (3) is defined on a two-
dimensional (2D) domain since there are two indices(i, j).
Therefore, a data dependence graph can be easily drawn as
shown in Fig. 2. The computation domain is the convex hull in
the 2D space where the algorithm operations are defined as
indicated by the grayed circles in the 2D plane [9]. The
output variable Y is represented by vertical lines so that
each vertical line corresponds to a particular instance of Y.
For instance, the line described by the equation

i=3 (4)
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Fig. 2. Dependence graph for m =4 and n = 10.

represents the output variable instance ys;. The input
variable T is represented by the slanted lines. Again, as
an example, the line represented by the equation

i+j=3 (5)

represents the input variable instance ¢3. Similarly, the input
variable P is represented by the horizontal lines.

3.3 Data Scheduling

Pipelining or broadcasting the variables of an algorithm is
determined by the choice of a timing function that assigns a
time value to each node in the DG. A simple but very useful
timing function is an affine scheduling function of the form [9]

t(p) =s'p — s, (6)

where the function ¢(p) associates a time value ¢ to a point p
in the DG. The column vector s = [s; s3] is the scheduling
vector and s is an integer.

A valid scheduling function uniquely maps any point p
to a corresponding time index value. Such affine scheduling
function must satisfy several conditions in order to be a
valid scheduling function as explained below.

Input data timing restricts the space of valid scheduling
functions. We assume the input text 7' = tt; - - - ¢, arrives
in word serial format where the index of each word
corresponds to the time index. This implies that the time
difference between adjacent words is one time step. Take
the text instances at the bottom row nodes in Fig. 2
characterized by the line whose equation is j=0. Two
adjacent words, t; and ¢4, at points p; = (4,0) and p, =
(14 1,0) arrive at the time index values ¢ and ¢+ 1,
respectively. Applying our scheduling function in (6) to
these two points, we get

t(p) = js1 — s (7)
tp2) = (G +1)s1 —s. (®)

Since the time difference ¢(py) — t(p;) = 1, we must have
51 = 1. Therefore, a scheduling vector that satisfies input
data timing must be specified as

s=[1 s 9)

This leaves two unknowns in the possible timing functions,
mainly the component s; and the integer s.

If we decide to pipeline a certain variable whose null-
vector is e, we must satisfy the following inequality [9]

s'e # 0. (10)

We have only one output variable Y whose null-vector is
ey = [0 1]. If we want to pipeline Y, then the simplest valid
scheduling vectors are described by

S1 = [1 ].}
So = [1 —1].

(11)
(12)

On the other hand, to broadcast a variable whose null-
vector is e, we must have [9]

(13)

If we want to broadcast Y, then from (13) and (9), we must
have

s'e =0.

s3=1[1 0]. (14)

Broadcasting an output variable simply implies that all
computations involved in computing an instance of ¥ must
be done in the same time step.

Another restriction on system timing is imposed by our
choice of the projection operator as explained in the next
section.

3.4 DG Node Projection
The projection operation is a many-to-one function that
maps several nodes of the DG onto a single node. Thus,
several operations in the DG are mapped to a single
processing element (PE). The projection operation allows
for hardware economy by multiplexing several operations
in the DG on a single PE. El-Guibaly and Tawfik [9]
explained how to perform the projection operation using a
projection matrix P. To obtain the projection matrix we
require to define a desired projection direction d. The vector d
belongs to the null space of P. Since we are dealing with a
two-dimensional DG, matrix P is a row vector and d is a
column vector.

Avalid projection direction d must satisfy the inequality [9]

s'd # 0. (15)

In the following three sections, we will discuss design space
explorations for the three values of s obtained in (11)-(14).

4 DESIGN 1: DESIGN SPACE EXPLORATION WHEN
s=[ 1]
The feeding point of ¢ is easily determined from Fig. 2 to be
p=1[0 0]'. The time value associated with this point is
t(p) = 0. Using (6), we get s = 0.
To study the timing of two input variables P and T, we
first find their null-vectors:

ep=[1 0] (16)

er=[-1 1] (17)
The product of s and these two null-vectors gives

[1 1]ep=1 (18)

[1 1]er = 0. (19)

This choice for the timing function implies that input
variable P will be pipelined and input variable 7" will be
broadcast.
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T

Fig. 3. Processor array for Design 1.a whens = [1 1], d, = [1 0], and
m = 4.

There are three simple projection vectors such that all of
them satisfy (15) for the scheduling function in (11). The
three projection vectors will produce three designs

Design l.a: d, =[1 0 (20)
Design 1.b: d, =[0 1] (21)
Design 1.c: d. =[1 1]". (22)

The corresponding projection matrices could be given by

P,.=[0 1] (23)
Py=[1 0f (24)
P.=01 -1]. (25)

Our processor design space now allows for three processor
array configurations for each projection vector for the
chosen timing function. In the following sections, we study
the processor arrays associated with each design option.

4.1 Design 1.a: Usings=[1 1]'andd, =[1 0]
A point in the DG given by the coordinates p = [i j]’ will
be mapped by the projection matrix P, into the point

p =P.,p=j. (26)

The processor array corresponding to Design 1.a is shown
in Fig. 3. Input T is broadcast to all processors and word p;
of the pattern P is allocated to PE;. The intermediate output
of each PE is pipelined to the next PE with a higher index,
as shown, such that the output samples y; are obtained from
the top PE. The processor array consists of m PEs and each
PE is active for n time steps.

The PE details are shown in Fig. 4, where “D” denotes a
1-bit register to store the output.

4
- Character
Comparator £
——

Fig. 4. PE detail for Design 1.a in Fig. 3.

Fig. 5. Processor array for Design 1.b when s = [1 1], d;, = [0 1]', and
n = 10.

4.2 Design 1.b: Usings=[1 1]'and d, =[0 1]’
A point in the DG given by the coordinates p = [i j]’ will
be mapped by the projection matrix P} into the point

p =Pyp=:. (27)

The resulting processor array is shown in Fig. 5.

The processor array consists of n — m + 1 PEs. Word p; of
the pattern P is fed to PE; and from there they are
pipelined to the other PEs. The text words ¢; are broadcast
on the input bus to all PEs. Output y; is obtained from PE;
at time ¢ and a tristate buffer at the output of that PE
ensures that it is the only output fed to the output bus. Each
PE is active for m time steps only. Thus, the PEs are not well
utilized as in the design of Section 4.1. However, we note
from the DG of Fig. 2 that PE, is active for the time period 0
to m — 1 and PE,, is active for the time period m to 2m — 1.
Thus, these two PEs could be mapped to a single PE
without causing any timing conflicts. In fact, all PEs whose
index is expressed as

i’ =i mod m (28)

can all be mapped to the same processor without any timing
conflicts. The resulting processor array after applying the
above modulo operations on the array in Fig. 5 is shown in
Fig. 6.

The processor array now consists of m PEs. The pattern
P could be chosen to be stored in each PE or it could
circulate among the PEs where initially PE; stores the
pattern word p;. We prefer the former option since memory
is cheap, while communications between PEs will always be
expensive in terms of area, power, and delay. The text
words t; are broadcast on the input bus to all PEs. PE;
produces outputs i, i +m, i+2m, --- at times i, i +m,
i+ 2m, etc. The PE details are shown in Fig. 7. A tristate
buffer at the output of that PE ensures that it is the only
output fed to the output bus. The D register stores the
output.

4.3 Design 1.c:Usings=[1 1]'andd. =[1 1]

A point in the DG given by the coordinates p = [i j]’ will

be mapped by the projection matrix P, into the point
p=Pp=i—j (29)

The resulting processor array is shown in Fig. 8 for the
case when n = 10 and m = 4, after adding a fixed increment
to all PE indices to ensure non-negative PE index values.

T

Fig. 6. Processor array for Design 1.b after applying the modulo
operation in (28) for the case when m = 4.
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T

Fig. 7. Processing element for Design 1.b in Fig. 6.

The processor array consists of n PEs where only m of the
processors are active ata given time step as shownin Fig. 9. At
time step 4, input text ¢; is broadcast to all PE in the array.

We notice from Fig. 9 that at any time step only m out of
the n processors are active. To improve PE utilization, we
need to reduce the number of processors. An obvious
processor allocation scheme could be derived from Fig. 9. In
that scheme, operations involving the pattern word p; are
allocated to processor i. In that case, the processor array in
Fig. 3 will result.

4.4 Comparing Designs 1.a and 1.b
Design 1.a in Section 4.1 performs better than Design 1.b in
Section 4.2 for the following reasons:

e PE; of Design l.a (shown in Fig. 4) stores a single
word of P (i.e., p;) that can be stored in a register in
the ALU. On the other hand, each PE in Design 1.b
(shown in Fig. 7) stores the entire pattern P using
on-chip memory module with its associated memory
access delay [34].

e The clock period of Design 1.a (Fig. 3) is given by

Tak(1.a) = max|[r, + 74, 7), (30)

where 7, is the processing delay, 7, is output driver
delay, and 7, is the input bus delay. 7, is given by
G

Td = T0 ~ >

G, (31)

where 79 is the propagation delay when the output

driver is loaded by a minimum-area inverter, C; is

the actual load capacitance, and C, is the gate

capacitance of a minimume-area inverter [35], [36].
The input bus delay 7, is given by [37]

= RCx MM+

~ 0.5 RC m?,

(32)

Fig. 8. Processor array for Design 1.c when s=[1 1), d, =[1 1],
m =4, and n = 10.

Processing Element (PE)
4 5

O
O

O O Oo

7
O
O
O
O

Time
O O O O O O0v

tGO

\7%0)

tgo

o O O O

O o O O o O

Fig. 9. Processor activity at the different time steps for the design in
Fig. 8.

where R and C are the parasitic resistance and
capacitance of one section of the bus between two
adjacent PEs, respectively, and m is thenumber of PEs.
Typically, 74 is smaller than 7, and, therefore, the clock
period of Design 1.a equals 7, (assuming 7, < 7).
The clock period of Design 1.b (Fig. 5) is given by

Tk (1.0) = 7 + 7 + T, (33)

where 7, is the memory access delay.
Comparing (30) and (33), we conclude that Design
1.a has slightly higher clock speed than Design 1.b.

e The area of each PE in Design 1.b is more than that
of Design 1.a mainly due to the on-chip memory of
size m.

e Power consumption in Design 1.a is given by

o(1l.a) = mopgr + o, (34)

where gpp is power consumed by each PE and g, is
power consumed by the input bus.

Similarly, Power consumption in Design 1.b is
given by

0(1.b) = mopr + 20s. (35)

Comparing (34) and (35), we conclude that Design 1.a
consumes less power than Design 1.b.

In summary, Design l.a is the best among the three
designs from the point of view of speed, area, and power.

5 DESIGN 2: PESIGN SPACE EXPLORATION WHEN
s=[1 —1]

Applying the scheduling function in (12) to ep and er, we get

1 —1fep=1
1 —1)er =2.

(36)
(37)
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Fig. 10. Processor array for Design 2.a when s = [1 —1], d, = [1 0],
and m = 4.

This choice for the timing function implies that both
input variables P and T will be pipelined.

The pipeline direction for the input 7" flows in a south-
east direction in Fig. 2. The pipeline for 7' is initialized from
the top row in the figure defined by the line j=m — 1.
Thus, the feeding point of ¢, is located at the point

p = [-m m]". The time value associated with this point is
given by

t(p) = —2m—s=0. (38)
Thus, the scalar s should be s = —2m. The processor arrays

derived in this section will have a latency of 2m time units
compared to Design 1.a given in Section 4.1.

There are three simple projection vectors such that all of
them satisfy (15) for the scheduling function in Section 4.1.
The three projection vectors are

Design 2.a:d, =[1 0] (39)
Design 2.b:d, = [0 1] (40)
Design 2.c:d. =[1 —1]". (41)

Our processor design space now allows for three
processor array configurations for each projection vector
for the chosen timing function. In the following sections, we
study the processor arrays associated with each design
option.

5.1 Design 2.a: Usings=[1 —1] andd, =[1 0]

Using the same treatment as in Section 4.1, the resulting
processor array is shown in Fig. 10 for the case when n = 10
and m = 4. PEs of this design are same as shown in Fig. 4.

5.2 Design 2.b: Usings=[1 —1]'andd,=[0 1]

Using the same treatment as in Section 4.2, the resulting
processor array is shown in Fig. 11 for the case when n = 10
and m = 4. PEs of this design are same as shown in Fig. 7.

5.3 Design 2.c: Usings=[1 —1]'andd. =[1 -1
The resulting processor array is similar to Design 1.c which,
in turn, similar to Design 1.a in Section 4.1.

5.4 Comparing Designs 2.a and 2.b

All three designs, derived in the previous three subsections,
have a latency of 2m clock periods before the first result
appears. However, Design 2.a is better than Design 2.b for
the following reasons:

e Design 2.a requires the least area since it does not
require on-chip memory to store the pattern P.

{1
Y

Fig. 11. Processor array for Design 2.b when s =[1 —1]', d, = [0 1]’,
and m = 4.

e The clock periods of Design 2.a and Design 2.b are
given by

(42)

(43)

Tdk(Q.CL) =Ty, + T4
Tetk (2.0) = 7 + T + T
Since typically 74 < 7, Design 2.a has higher clock

speed than Design 2.b.

e Power consumptions of Design 2.a and Design 2.b
are given by

(44)
(45)

0(2.a) = mopg
0(2.b) = mope + 0b-

Thus, Design 2.a consumes less power than
Design 2.b.

5.5 Comparing Designs 1.a and 2.a

Comparing (30) and (42), we conclude that Design 2.a is faster
than Design 1.a. Comparing (34) and (44), we conclude that
Design 2.a consumes less power than Design 1.a. Thus, so far,
Design 2.a is the best design among the six designs proposed
so far.

6 DESIGN 3: DESIGN SPACE EXPLORATION WHEN

s=[10]
The feeding point of ¢, is easily determined from Fig. 2 to
be p=[—m m]". Time value of this point is t(p) = 0.
Using (6), we get s= —m. Thus, the processor arrays

derived in this section will have a latency of m time units
compared to Design 1.a given in Section 4.1.

Applying the scheduling function in (14) to ep and ey,
we get

[1 Olep =0
[1 Olep = —1.

(46)
(47)

This choice for the timing function implies that input
variables P will be broadcast and T" will be pipelined.

There are three simple projection vectors such that all of
them satisfy (15) for the scheduling functions in (14). These
projection vectors are

Design 3.a:d, =[1 0] (48)
Design 3.b: d, = [1 1] (49)
Design 3.c:d.=[1 —1]". (50)

Our processor design space now allows for three processor
array configurations for each projection vector for the chosen
timing function. In the following sections, we study the
processor arrays associated with each design option.

6.1 Design 3.a: Usings=[1 0]'and d, =[1 0]

The processor array corresponding to Design 3.a is drawn
in Fig. 12. PE; stores only the value p;, which can be stored
in a register in the ALU similar to Design 1.a. The outputs of
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Fig. 12. Processor array for Design 3.awhens = [1 0]’,d, = [1 0]’, and

m=4.

all PEs are wire-ORed or connected to the inputs of an
m-input dynamic or static NOR gate as shown. This is the
most efficient implementation that is also practical from the
point of view of CMOS VLSI circuit considerations. The
output of the NOR gate is in reality a long system-wide bus.
As such, operating speed would suffer the same constraints
that were discussed in Section 4.4. The processor array for
Design 3.a is similar to Design 1.a, but all PEs operate on
one output value at the same time.

6.2 Designs 3.b and 3.c: Using s = [1 0]’ and
d=01 =1

These two projection vectors produce the same processor

array as Design 3.a. But, unlike Design 3.a, each PE stores

the entire pattern P in the on-chip memory.

6.3 Comparing Designs 3.a, 3.b, and 3.c
Design 3.a in Section 6.1 performs the best among the three
designs for the following reasons:

e Design 3.a requires the least area since it does not
require on-chip memory to store the pattern P.

e  All three designs are limited in speed by the delay of
an m-input NOR gate. Although the outputs in all
three designs are obtained through an m-input NOR
gate, the gate speed is actually determined by the
bus propagation delay. That bus is the output line
connecting the driver transistors of the NOR gate.
So, the clock periods of Design 3.a, Design 3.b, and
Design 3.c are given by

Tak(3.0) =7, + TNOR R T, + Ty (51)
Tk (3.0) =7 + 1 + T (52)
Tak(3.¢) = 7 + T + Tin. (53)

Thus, Design 3.a has slightly higher clock speed
than Design 3.b and Design 3.c.
e Power consumptions of all three designs are same
and are given by

0(3) = mopg + b (54)

6.4 Comparing Designs 3.a and 2.a
Comparing (42) and (51), we conclude that Design 2.a is
faster than Design 3.a. Comparing (44) and (54), we
conclude that Design 2.a consumes less power than
Design 3.a. Thus, Design 2.a is the best design among
the nine designs proposed in this paper.

7 TiME COMPLEXITY ANALYSIS

We provide, in this section, analyses of best, worst, and
average times required to find a match. The time complex-
ities reported have to be added with m for Designs 2. These
time complexities also have to be scaled by the actual delay
of one time step which depends on the particular design.
For example, the time step associated with Designs 1 or
Designs 2 is determined by the propagation delay of the
output driver loaded by the adjacent PE. On the other hand,
the time step associated with Designs 3 is determined by
bus propagation delay that increases quadratically with the
number of PEs.

7.1 Best Case

In the best case, yy will indicate a match. This output is
obtained after m time steps.

7.2 Worst Case

In the worst case, all y; outputs with 0 <i¢ <n —m will
produce a negative result. Only the last output at position
Yn—m produces a match. This output is obtained after n time
steps.

7.3 Average Case

Assume a character of T matches a character of P with
probability a. Assuming all characters are equally likely, a is
given by

1 1

a =
where w is the number of bits in a character.

Define «; as the probability of finding the first match at
output ;. In that sense, all outputs y; with 0 <j <1
produced negative results. We can express «; as

a; = am(l _ am)ifl.

(56)
The average number of time steps for first match is given by

n—m

=0

(57)

After a rather laborious algebraic manipulation (see the
Appendix), we obtain

(58)

Tw=n—m.

8 NUMERICAL ANALYSIS

In this section, we perform extensive numerical simulations
to estimate time complexities using the C programming
language. The results of the numerical simulations are
compared with the analytical results of Section 7.

We perform the simulations based on the following
assumptions:

e Number of simulations = 100,000.

e w = 32 for typical 32-bit machine.

e Maximum value of n is 16,384 (which corresponds to
the maximum network packet size).

e Maximum value of m is 25.

e P, T, m, and n are randomly generated. We use
uniform distribution so that each value is equally
likely.
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Fig. 13. Experimental results are plotted in (a) for all simulations and in (b) for 500 simulations. Results are normalized by m.

8.1 Best Case

The best case time complexity derived in Section 7 is m.
Since m has been varied randomly in each simulation, we
normalize each result by the corresponding m. Fig. 13a
shows the graph of the normalized value vs. sample index.
Fig. 13b shows the normalized results for 500 simulations
taken from the middle of Fig. 13a. This allows us to see the
fine scale variations. In Fig. 13, the minimum normalized
value is 1. Thus, the best case time complexity is m as
analytically derived in Section 7.

8.2 Worst Case

The worst case time complexity derived in Section 7 is n.
Since n has been varied randomly in each simulation, we
normalize each result by the corresponding n. Fig. 14a
shows the graph of the normalized value vs. sample index.
Fig. 14b shows the normalized results for 500 simulations
taken from the middle of Fig. 14a. This allows us to see the
fine scale variations. In Fig. 14, the maximum normalized
value is 1. Thus, the worst case time complexity is n as
derived in Section 7.
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8.3 Average Case

The average case time complexity derived in Section 7 is
n — m. Like Sections 8.1 and 8.2, we normalize each result
by the corresponding n — m. Fig. 15a shows the graph of the
normalized value versus sample index. We notice from this
figure, for all simulations, the normalized search time is
very close to 1 indicating that average search time is n —m
as was derived in Section 7. Fig. 15b is the histogram of the
results of Fig. 15a. This figure shows that almost all the
normalized results lie in the range between 0 and 3. So, we
redraw the histogram in Fig. 15c in the range between 0 and
3. In Fig. 15, the average normalized value is 1. The median
of the normalized results is also 1.0015. Thus, the average
case time complexity is n — m as derived in Section 7.

9 DESIGN COMPARISON

In this section, we compare the technique we used to design
the processor arrays with earlier techniques and we
compare the designs we obtained with previously proposed
processor arrays for the string search algorithm.

o
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Sample index x 10*
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Fig. 14. Experimental results are plotted in (a) for all simulations and in (b) for 500 simulations. Results are normalized by n.
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Fig. 15. (a) Experimental results are plotted in. (b) is the histogram of the results of (a). (c) is the same histogram in the range from 0 to 3. Results are

normalized by n — m.

We employed a systematic technique to obtain our
processor arrays by first converting the string search
algorithm to a regular iterative expression (RIA). Having
obtained the RIA, we were able to develop a data
dependency graph (DG) which allowed us to explore
possible data timing options that conform to I/O timing
requirements. Earlier approaches did not explain how the
designs were obtained or ad hoc techniques were used.
Such techniques at best help develop one design and do not
allow for design space exploration.

Design 2.a in Section 5.1 is identical to the one obtained by
Foster and Kung [28]using ad-hoc techniques. Design 2.a is
also similar to that proposed by Park and George [30]. Similar
processor array has also been derived by Sastry et al. in [33].

The processor array of Mukherjee [29] determines the
similarity between two strings instead of finding exact
matches. Our systematic technique could be easily adapted
for this situation by properly modifying (3). However, the
design proposed in [29] was obtained using dynamic
programming approach and has time complexity of
O(n + m). Analytical as well as numerical simulations of
our designs show an average time complexity of O(n —m)
(Sections 7 and 8). Our design approach could also be
adapted to implement the approximate text searching
considered by Michailidis and Margaritis [31], [32].

To summarize, the systematic technique we used to
explore possible processor array structures for the string
search problem produced novel and efficient designs in
addition to all the designs previously proposed in the
literature.

10 CONCLUSION

This paper presented a systematic technique for expressing
the string search algorithm as a regular iterative expression
to explore all possible processor arrays for the string search
algorithms as used in deep packet classification. The
computation domain of the algorithm was obtained and
three affine scheduling functions were presented. The
technique allowed some of the algorithm variables to be
pipelined while others are broadcast over system-wide
buses. Nine possible processor array structures were
obtained and analyzed in terms of speed, area, power,
and I/O timing requirements. Time complexities were
derived analytically and through extensive numerical
simulations. The proposed designs exhibit optimum speed,
area, and power. The processor arrays were compared with
previously derived processor arrays for the string matching
problem. In all designs, we showed that the resulting
processor arrays have m processors and their average time
to produce a result is n — m (58).
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APPENDIX

TIME COMPLEXITY CALCULATION FOR THE
AVERAGE CASE

Using (56) and (57), we have

n—m

Ty =a" Y (m+i)(1—am)"

=0
m n—m

C S iy -amy
=0

1—am <
1

n—m

=a"(1+a") ) (m+i)(1—a")

=0
[(1—am '~ 1+am,
neglecting higher terms of am]
n—m

=a" ) (m+i)(1-a")

=0
[neglecting higher terms of a'”]

n—m n—m

= ma" Z(l —a™) +a" Z i(1— am)i
i=0 =0

—m+1
. 1— (1 _ am)n m+
=ma " X +
1—-(1—am)
m , (1=a")(1=(n—m+1)(1=a")" "+ (n—m)(1—a™)"~M+1)
a X (1—(1—a™))?
myn—m+1
=m-—m(l—a™ +
(1=a"™)—(n=m+1)(1—a™)" "1} (n_m)(1—a™ )P~ +2

A

—m— m(l _ an;)n*m,‘Fl_’_
—m+3
(1=a™)~(nrm +1)(17"rn)n—"7]n+l +(n—m)<11—ai:g" m
a
—m — m(l _ am)n—m+l+

(—a™)—(n—m+1)(1—a™ =+ () (1=~ M+3 (14 g

[(1-

am)—l ~14a™
neglecting higher terms of am]

=m —m(l—a™)" "¢
(1—a™)— (e +1) (1™ =+ (04 ™ — ™) (1— gy —m+3
e
l1-(n—m+1)+ (n—m+na™ —ma™)
=(m—m)+

am
[1—a™ =~ 1,since 1 > a™]

l—-n+m-1+n-—m+na™—ma"

am
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