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ABSTRACT

Almost every routing protocol in mobile ad hoc networks (MANETS)
depends on a broadcast scheme to disseminate routing information. For
this reason, creating an efficient broadcast scheme is important and a large
variety of approaches have been proposed. Among them, multipoint relay
(MPR) is one of the distributed broadcast schemes which is efficient and
simple. Based on the MPR concept, many broadcast schemes have been
proposed, which generally focus on different performance issues. In this
article we present a comprehensive survey of MPR-based broadcast
schemes, classified into three categories based on their objectives. Different
heuristics are described, and the evaluation of their performances is provid-
ed in light of their costs. Advantages and limitations of different broadcast

schemes are also highlighted.

obile ad hoc networks (MANETS) [1] have gained
much attention in recent years due to their self-
organizing and infrastructure-free characteristics.
Unlike cellular networks, which rely heavily on a wired infra-
structure, MANETS can form temporary networks without any
centralized administration or support from base stations. Each
node in a MANET can act as a router to receive and forward
packets, allowing seamless communications between people
and devices. Hence, MANETS have great application poten-
tial in various scenarios such as battlefield communications,
emergency services, disaster recovery, environmental monitor-
ing, personal entertainment, and mobile conferencing [2, 3].
In a MANET, nodes can randomly move around, leave the
network, or switch off. Moreover, new nodes may join the net-
work unexpectedly. These characteristics make MANET an
unstable network, where links between nodes may break fre-
quently. Therefore, nodes in a MANET have to generate and
distribute control messages regularly in order to update their
connection states. However, the wireless nature of the medi-
um implies the limited bandwidth capacity available in a fre-
quency band. Every protocol that is going to use wireless links
has to keep its unnecessary traffic to a minimum. Hence an
efficient message distributing mechanism is essential for trans-
mitting packets throughout the network.
Broadcasting has been used widely in wired and wireless
networks to disseminate data and topology information. In
MANETS, many routing protocols such as On-demand Dis-

tance Vector (AODV) [4], Dynamic Source Routing (DSR)
[5], and the Optimized Link State Routing protocol (OLSR)
[6, 7] rely on a flooding mechanism to broadcast data and
control packets throughout the network in order to establish
routes between each source-destination pair. The simplest way
of broadcasting a packet to all nodes in the network is basic
flooding or blind flooding [8], which allows each node to
retransmit a packet to its neighbors only if it has not received
this packet before. This rebroadcasting continues until all
nodes in the network have received a copy of the packet. The
main advantage of basic flooding is that it can always find the
shortest path between sources and destinations, since topology
packets have been through every possible path in parallel.
However, the basic flooding mechanism can trigger a large
number of packets forwarded in MANETSs which will eventu-
ally overwhelm the network. Figure 1 illustrates this problem.
After source S sends out a new packet, all its one-hop neigh-
bors broadcast copies of it at almost the same time to all two-
hop neighbors of §. This results in overly redundant
rebroadcasting (some nodes receive the same packet more
than once), contention and collision, which are referred to as
the broadcast storm problem [9].

To achieve efficient broadcasting and solve the broadcast
storm problem, many methods have been proposed [10, 11].
In general, these broadcast protocols are categorized into
three classes: probability-based methods, which are similar to
basic flooding, except that each node rebroadcasts packets
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M Figure 1. Basic flooding problem.

with a predetermined probability. This mechanism might work
in dense networks when multiple nodes have similar neighbor
coverages, but it will not have a significant effect in sparse
networks; in area-based methods, a node rebroadcasts a packet
based on the distance between itself and the node from which
that packet is received. A rebroadcast occurs only when the
distance is longer than a predefined threshold, so that a larger
additional area can be reached. However, area-based methods
do not consider whether some nodes actually exist within that
additional area, which can lead to inefficient broadcasting;
and neighbor knowledge methods, which can be further classi-
fied as neighbor-designated methods and self-pruning methods.
In neighbor-designated methods, a node that transmits a
packet specifies which one of its one-hop neighbors should
forward the packet, while in self-pruning methods, a node
receiving a packet will decide whether or not to transmit the
packet by itself.

Among these broadcasting protocols, we particularly focus
on multipoint relay (MPR), which is a neighbor designated
method that exhibits both efficiency and simplicity. Compared
to other neighbor knowledge broadcasting protocols, MPR
uses a simple algorithm to calculate the forwarding nodes
which makes it easy to implement. It can also significantly
reduce the redundant broadcasting, thus efficiently delivering
broadcast packets in both sparse and dense networks. For
these reasons, MPR has been successfully employed by many
routing protocols in wireless ad hoc networks as the mecha-
nism of packet distribution. Several novel broadcasting tech-
niques have also been proposed based on MPR. However, to
our knowledge no overview of MPR and MPR-based broad-
cast schemes has been published in the research literature. In
this article we attempt to fill this gap by presenting a compre-
hensive survey of MPR-based broadcast schemes in ad hoc
networks. We classify these schemes by their objectives, and
evaluate the performances of their heuristics based on their
costs.

OVERVIEW OF MPR

WHAT IS MPR?

The concept of MPR was first introduced in the High-Perfor-
mance Radio Local Area Network (HIPERLAN) type 1 stan-
dard [12], which was a MAC layer protocol developed by the
European Telecommunications Standards Institute (ETSI) to
provide a substitute for wired LAN. It was then successfully
extended to MANETS and effectively implemented in the
OLSR routing protocol, which is a proactive routing protocol
ratified as a request for comments (RFC) in the Internet
Engineering Task Force (IETF) MANET chapter [13]. The
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B Figure 2. MPR flooding heuristic.

goal of MPR is to reduce the flooding of broadcast packets in
the network by minimizing redundant retransmissions locally.
Each node in the network selects a subset of its one-hop
neighbor nodes, called multipoint relays (MPRs), as the for-
warding node set to retransmit broadcast packets. Other
nodes that are not in the MPR set can read but not retransmit
broadcast packets. The MPR set guarantees that all two-hop
neighbor nodes of each node receive a copy of the broadcast
packets and, therefore, all nodes in the network can be cov-
ered without retransmissions by every single node.

An example of an MPR set is shown in Fig. 2, where
source node § in the center selects only a subset of its one-
hop neighbors (the grey nodes) as MPRs to forward the
broadcast messages, so that all two-hop neighbor nodes of S
can be covered by the selected five MPRs. Upon receiving a
broadcast message, a node forwards it if and only if the mes-
sage is received for the first time and the sender of the mes-
sage has selected the node as an MPR. This scheme can
dramatically reduce the number of retransmitters thus
decreasing the rebroadcast and overall redundant messages in
the network. Furthermore, the link state messages disseminat-
ed throughout the network only contain the information of a
node’s MPR selectors (i.e., other nodes that have selected the
node as their MPR). Therefore, only partial link information
is included in the messages, which makes the overhead of con-
trol traffic relatively low. Because of these important merits,
the MPR mechanism produces efficient routing schemes. It
provides shortest-path routes for routing protocols while at
the same time minimizing the flooding of broadcast messages
and reducing the overhead of control traffic. Hence, the MPR
scheme is also favored in other routing protocols such as the
Multipoint Relay Distance Vector (MPRDYV) protocol [14]
and MPR-based hybrid routing (MPR-HR) [15].

ORIGINAL MPR SELECTION HEURISTICS

From the previous section we can see that the main gain
obtained by introducing an MPR set is that broadcast can be
completed by using only a small set of nodes in the network
and the redundant retransmissions are greatly reduced. The
smaller the MPR set is, the fewer retransmissions that will
occur. Unfortunately, it has been proved in [7] that finding a
minimum size of an MPR set is NP-complete [16]. There are
some proposed heuristics to select an MPR set with good
approximation compared with the optimal one. Here we dis-
cuss the MPR selection heuristic currently presented in the
OLSR routing protocol as described in [6]. We refer to it as
“the original MPR selection heuristic.”

The original MPR selection heuristic follows a greedy algo-
rithm [17] which works well for computing an MPR set. To
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Pure MPR schemes
usage efficiency.

Still based on the concept of the original MPR selection heuristic. Several extensions are applied in order
to improve some specified performances such as the size of the MPR set, collision avoidance, and power

MPR-based CDS schemes

To reduce the number of forwarding nodes by generating a Connected Dominating Set (CDS) based on
the original MPR selection heuristic.

QoS-based MPR schemes

W Table 1. Summary of three groups of MPR schemes.

select the multipoint relays for a node x, first we define the set
of all one-hop neighbors of x as N(x), and the set of all two-
hop neighbors of x as N2(x). We also note the definition of
out-degree D(y), which represents the number of two-hop
neighbors of x that can be covered by y where y is an one-hop
neighbor of x. Let the selected MPR set of node x be MPR(x).
The heuristic of the MPR(x) calculation operates as follows:
e Start with an empty MPR set MPR(x).
e Calculate D(y) for each node in N(x).
* Add to MPR(x) those nodes in N(x), which are the only
nodes to provide reachability to some nodes in N2(x).
For example, if node a in N(x) is the only neighbor of
node b in N%(x), then add node a to MPR(x). Remove
nodes from N2(x) which are now covered by nodes in
MPR(x).
While there are still some nodes in N2(x) which are not
yet covered by the nodes in MPR(x):
—For each node in N(x) which is not yet selected as the
MPR, calculate the number of the two-hop neighbor
nodes of x it can cover which are not yet covered by the
nodes in MPR(x).
—Add a node to MPR(x) which covers maximum number
of remaining two-hop neighbors of x. In case of multiple
choices, select the node as MPR whose D(y) is larger.
Remove nodes from N2(x) which are now covered by
nodes in MPR(x).
To optimize the MPR(x), remove the node in MPR(x) if
all its covered two-hop neighbor nodes can also be cov-
ered by the remaining nodes in MPR(x). In other words,
there is no effect on MPR(x) if this redundant node is
removed.

In order to recognize neighbor nodes and calculate D(y)
for each one-hop neighbor, a HELLO message has to be
exchanged between one-hop neighbors periodically. A
HELLO message from a node may contain information such
as its node ID, MPRs it has selected, and all related informa-
tion about its one-hop neighbors. These HELLO messages
are exchanged in a fixed time period so that necessary infor-
mation for the MPR calculation can be obtained and the sta-
tus of the network can also be updated.

In the original MPR selection heuristic, it is worth noting
that the third step, which selects some one-hop neighbors that
solely cover some two-hop neighbors, can be omitted because
these two-hop neighbor nodes can be covered sooner or later
based on the fourth step. The purpose of the third step is to
optimize the MPR set calculation by removing some two-hop
neighbors at the beginning of the iterative procedure in the
fourth step.

How 1O CLASSIFYy MPR SCHEMES

Currently, many schemes have been proposed to calculate the
forwarding node set based on the original MPR selection

Consider quality-of-service (QoS) constraints in the network by selecting MPRs that meet some QoS
requirements, so that real-time applications such as voice and video can be better supported by provid-
ing paths with larger bandwidth and lower delay.

heuristic. These schemes are put forward to improve different
aspects of broadcasting performance in MANETS such as the
number of forwarding nodes, collision avoidance, efficient
power usage and quality of service (QoS). These schemes can
be classified into different groups based on various criteria. In
this article we classify different MPR schemes into three
groups based on their objectives. Table 1 shows the classifica-
tions and their objectives.

Pure MPR schemes [18-21] aim to extend the original
MPR selection heuristic to reduce transmit collisions and
improve the efficiency of power usage in MANETS. The colli-
sion problem is mainly due to the large size of the MPR set
and the overlapping coverage between MPRs. It can signifi-
cantly reduce the ratio of successful information transmission
thus degrading the overall system performance. Power con-
sumption in MANETS is always an important issue, since effi-
cient use of power in a network cannot only prolong the life
of batteries, but also increase the ratio of successful communi-
cations.

MPR-based CDS schemes [22-25] try to find a connected
dominating set (CDS) based on MPR schemes. They also aim
to reduce the number of forwarding nodes in order to mini-
mize retransmission overheads in the network.

QoS-based MPR schemes [26, 27] consider the QoS
requirements in the network and attempt to find an MPR set
that meets the QoS criteria. Because QoS metrics such as
bandwidth and delay are essential for real-time applications,
finding an MPR set that can guarantee these QoS conditions
is the preliminary for better supporting QoS in mobile ad hoc
networks.

Based on this classification, we can precisely analyze and
compare different schemes. Similarities and differences of
each scheme in the same group or between different groups
will be easily indicated. This will provide a systematic clear
overview of all schemes in this survey.

CosTs OF MPR SCHEMES

In order to evaluate different schemes, we define the costs of
MPR-based broadcast schemes here. For each heuristic, in
order to implement the calculation of the forwarding node
set, a certain number of procedures and information are
required. These requirements form the costs and can be eval-
uated for comparisons between different schemes. In this arti-
cle, we evaluate four costs of MPR-based schemes described
as follows:

* In order to calculate the forwarding node set, a certain
number of processes need to be conducted. These pro-
cesses may take different time to complete depending on
the algorithms they used. For each MPR scheme, the
time required to complete the forwarding node calcula-
tion is referred to as the time complexity or computation
complexity of that MPR heuristic, which can be used to

32

IEEE Communications Surveys & Tutorials ¢ 4th Quarter 2006



Definition and Description

Time complexity

overall system.

The maximum number of steps required in the worst case of a heuristic. Here we ignore the message transmis-
sion time and only calculate the time to run each step in a heuristic. For some heuristics that do not present
detail procedures, the time complexity will be based on assumptions. Furthermore, we only consider the time
for each node to complete the heuristic; therefore, the time complexity in our article is a local value. However,
since each node follows the same calculation processes, this local time complexity is sufficient to evaluate the

Message complexity

node to complete the heuristic.

The maximum number of messages used in the worst case for a heuristic to obtain necessary information, so
that the calculation can be conducted. Here we assume the message has a constant size and each message sent
by a node can be heard by all its one-hop neighbor nodes. We only consider the message complexity of each

Information range
ty it will have.

To run a heuristic, different hops of neighbor’s information is required, which we refer to as the information
range of the heuristic. The larger information range a heuristic requires, the higher time and message complexi-

Source dependent

If a scheme is source dependent, a forwarding node needs to know whether or not messages it received are
from its MPR selectors before it relays them. If a scheme is source independent, a forwarding node will broad-
cast all messages that are received for the first time.

M Table 2. Description of the cost terms of MPR heuristics.

evaluate the efficiency of a heuristic. A heuristic that
requires much time to run the calculation may be too
complex to be deployed. Furthermore, when the network
topology changes rapidly, the frequency of a forwarding
node calculation also increases, and thus the time con-
sumption of the calculation is huge for a complex heuris-
tic. Hence, an efficient heuristic that consumes less time
is essential for the MPR set generation.

* For each MPR scheme, a number of HELLO messages
may need to be exchanged between nodes in advance.
These HELLO messages contain the necessary informa-
tion for a heuristic to implement the forwarding node set
calculation. Schemes in different groups or even in the
same group may require a different number of HELLO
messages. However, frequent information exchange will
consume the limited bandwidth in wireless networks and
also accelerate the energy consumption of mobile nodes.
Therefore, the number of HELLO messages exchanged,
which is regarded as the message complexity or commu-
nication complexity, can significantly affect the perfor-
mance of an MPR scheme.

* The MPR-based schemes need to collect neighboring
nodes’ information in order to calculate MPR sets.
Referring to the original MPR scheme demonstrated in
Fig. 2, source node S has to know all neighbors in its
one-hop neighborhood in order to identify all its two-hop
neighbors and to decide which one-hop neighbor has
covered the largest number of two-hop neighbors. In
other words, node S has to obtain node information of
its one-hop and two-hop neighbors in order to operate
the MPR calculation. We refer to this node information
requirement as the information range of an MPR scheme,
and thus the original MPR scheme has an information
range of two hops. Depending on different schemes, the
information range can be different. Generally, the larger
information range a scheme requires, the more time and
message exchange it will need. Hence, an information
range up to four hops may not be efficient for an MPR
scheme because messages need a long time to be trans-
mitted to the source node and the information they carry
may be outdated by then.

* Some MPR schemes are source dependent, they need to
know from which node the packet was received in order
to determine whether or not to retransmit this packet.

For example, in the original MPR selection heuristic dis-
cussed earlier, a node will transmit a broadcast message
if it has not received this message before and the mes-
sage is from its MPR selectors. It will only read, but not
rebroadcast, other messages that are not from its selec-
tors. This requirement increases the complexity of both
the message sending and receiving process in a scheme.
These costs reflect the efficiency and scalability of different
MPR schemes, such that the merits and drawbacks of each
scheme can be clearly highlighted by analyzing these costs. A
summary of terms of costs and their definitions are shown in
Table 2. In the following study, we will analyse these costs for
each scheme so that readers can gain a better understanding
and make a thorough evaluation of MPR-based schemes.

CLASSIFYING MPR SCHEMES

In this section we will describe and analyze different MPR
schemes in each group shown in Table 1. Summarized heuris-
tics will be given as well as advantages and disadvantages of
each scheme. Finally, a summary will be presented based on
the costs listed in Table 2 for each group to compare different
schemes so that readers can gain clear understanding of char-
acteristics of each scheme.

PURE MPR SCHEMES

Based on the conception of the original MPR selection
heuristic, pure MPR schemes [18-21] try to modify the MPR
selection in order to choose nodes as MPRs that have some
special effects such as minimum collisions and efficient power
consumption.

Mans and Shrestha’s Heuristics — Mans and Shrestha pro-
posed four heuristics in [18, 19] which aim to reduce the car-
dinality of MPR set and limit collisions in the network.

The first heuristic, namely, in-degree MPR (ID-MPR),
puts forward the concept that the complexity of the original
MPR selection heuristic is mainly due to the maximum value
of the out-degree D of one-hop neighbor nodes. Considering
this property, a new concept called in-degree denoted as Din
was presented in this heuristic as a new criterion for MPR
selection. The value of the in-degree of a node y is the num-
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ber of shared neighbors between node y and node x, where x
is a one-hop neighbor of source node S and y is a two-hop
neighbor of S. Due to the intrinsic connectedness, wireless
networks may be dense and highly clustered. In such case, it is
believed that the maximum value of the in-degree Din(y) of a
two-hop neighbor node y is likely to be smaller than the maxi-
mum value of the out-degree D(x) of a one-hop neighbor
node x. When applies the in-degree to the MPR selection, the
computational complexity might be lower than the original
MPR heuristic.

The proposed scheme is still based on the original MPR
selection heuristic. For a source node § that needs to calcu-
late the MPR set, apply first three steps used in the original
MPR selection heuristic to cover some two-hop neighbors that
are solely covered by some one-hop neighbors. If there are
still some uncovered two-hop nodes, randomly pick up a node
among those uncovered two-hop nodes, from all the one-hop
neighbor nodes of source node §, which can cover this two-
hop node and have not been selected as MPRs, select a node
as an MPR that has minimum number of uncovered two-hop
neighbors. Repeat this step until all two-hop neighbor nodes
have been covered. Figure 3 depicts this heuristic. First, one-
hop neighbor nodes 2 and 7 will be chosen as MPRs because
they solely cover two-hop nodes b and k, respectively. Among
the uncovered two-hop neighbors, randomly pick up a node,
assume node i. Based on the in-degree heuristic, node 6 will
be selected as the MPR, because it covers less uncovered two-
hop neighbors of source S. The rest ot the MPRs are selected
following the same strategy when two-hop neighbor nodes f, n,
and e are randomly picked.

The initial aim of this proposed heuristic is to reduce the
computational complexity by introducing in-degree to the
original MPR heuristic. It has the merit that the in-degree of
each two-hop node of source § is a smaller value compared to
the out-degree of each one-hop node of S, so that less time is
spent on the MPR calculation for each two-hop neighbor.
However, this scheme increases the size of the MPR set. As
shown in Fig. 3, the number of MPRs in this scheme is six,
whereas only five MPRs (node 2, 4, 5, 7, and 8) are required
when the original MPR heuristic is used. The additional MPR
node is due to the iterative step in the heuristic which selects
an one-hop neighbor that covers minimum number of uncov-
ered two-hop neighbors of source S. Intuitively, this increases
the size of the MPR set. We believe a possible way to com-
pensate this drawback is to use maximum number of uncov-
ered two-hop neighbors instead of minimum to enlarge the
coverage, so that more two-hop neighbors will be covered by
an MPR in average, and thus less number of MPRs are need-
ed to cover all the two-hop neighbors.

M Figure 4. Minimum overlapping MPR heuristic.

The second heuristic, referred to as the minimum overlap-
ping MPR (MO-MPR), tries to minimize overlaps between
MPRs. The overlap is defined as the shared two-hop neigh-
bors that are covered by two or more MPRs. For example, in
Fig. 3, both MPR 5 and MPR 6 cover two-hop nodes i and 4.
This overlap is detrimental to the message reception when
considering the signal interference. The received signal at
nodes i and & might be greatly interfered if both MPRs broad-
cast messages simultaneously. To reduce overlaps, the heuris-
tic tries to spread MPRs as evenly as possible around the
source node, thus limiting the overall interference in the net-
work.

In this heuristic, instead of using the out-degree, a covering
ratio of a one-hop neighbor is employed to determine an
MPR set. The covering ratio is defined as the ratio of covered
two-hop neighbors over uncovered two-hop neighbors that a
one-hop neighbor has. Similar to the previous heuristic, the
minimum overlapping MPR heuristic also follows the first
three steps used in the original MPR scheme. After these first
three steps, if there are still some uncovered two-hop nodes,
among those one-hop neighbors that are not selected as
MPRs, the heuristic chooses a node with the minimum cover-
ing ratio as the MPR. If multiple choices exist, randomly pick
one as an MPR. Repeat this step until all two-hop neighbors
of source § are covered. Figure 4 illustrates this heuristic.

This heuristic cannot reduce the maximum amount of
overlaps per node due to the fact that the overlaps per node
mainly depends on the topology which can change arbitrarily.
However, it is possible to limit the impact of overall overlap-
ping in a network. As shown in Fig. 4, nodes a and j are over-
lapping nodes which are covered by some one-hop neighbors
of S. Whereas node a, f, g, i, and m are the overlapping nodes
when the original MPR heuristic is applied to the same graph
and node 2, 4, 5, 7, and 8 are selected as MPRs. It is obvious
that the overall overlapping in the network is reduced by the
proposed heuristic. Nevertheless, the minimal overlapping
comes with other prices. It increases the number of MPRs in
some scenarios. For instance, if node x has a higher covering
ratio than node y, x will be chosen as the MPR. However the
number of uncovered two-hop neighbors of x might be smaller
than the one of y. This leads to more time to finish the MPR
set calculation and also increases the number of MPRs gener-
ated. Another drawback of this scheme is that, during the
beginning of the heuristic there may be numerous nodes with
the same covering ratio. In this case, the heuristic randomly
chooses one node as the MPR, which might not cover the
most number of uncovered two-hop nodes. The worst scenario
is that all randomly-selected MPRs cover the smallest number
of uncovered two-hop nodes. This obviously increments the
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M Figure 5. UMPR heuristic.

size of the MPR set. One possible solution is to choose the
node as the MPR that can cover the most number of uncov-
ered two-hop nodes if multiple nodes have the same covering
ratio.

For the sake of minimizing the overlaps in the original
MPR scheme without increasing the number of MPRs, two
heuristics are proposed, namely, prioritized MPR (P-MPR)
and random prioritized MPR (RP-MPR). Both of them follow
the same steps of the original MPR heuristic except for the tie
breaking procedure. In P-MPR, when there are multiple one-
hop nodes that can cover the same number of uncovered two-
hop nodes, instead of using the maximum out-degree, a node
with a minimum out-degree is selected as the MPR. In RP-
MPR, while multiple choices exist, randomly choose a node as
the MPR.

The two proposed heuristics are the combinations of the
original MPR heuristic and the minimum overlapping MPR
heuristic discussed previously. In the original MPR heuristic,
the reason to use the maximum out-degree as the tie breaker
is to add some redundancy to the network, therefore nodes
can still be covered even if some MPRs are temporarily away.
This strategy can stabilize the performance of the network
when the topology changes rapidly. However, such redundan-
cy might lead to a large degree of overlapping thus increasing
the number of collisions. P-MPR scheme tries to minimize the
degree of overlapping by sacrificing the redundancy in the
network while RP-MPR aims to balance both properties.

Lipman’s UMPR — Lipman [20] proposed a distributed
broadcast scheme based on the original MPR heuristic
referred to as utility-based MPR (UMPR) flooding. It aims to
reduce the unnecessary retransmission by limiting the rebroad-
casting to only essential nodes in a similar fashion to the origi-
nal MPR scheme. Furthermore, it intends to extend the
lifespan of the network by fully utilizing the energy of nodes.
In the UMPR, the network is assumed to be heterogeneous,
wireless mobile devices can have different characteristics even
if all devices consist identical hardwares. By considering this
characteristic, the UMPR tries to distribute the broadcasting
load to the most suitable nodes, so that the overall energy in
the network can be efficiently used. In order to decide the
desirability of a node, the UMPR calculates a forwarding utili-
ty for each one-hop neighbor of source node S. A forwarding
utility Uy is a function that consists of an one-hop node’s
power utility U, and neighbor utility U,. The function is
defined as follows:

Uy = UU, M

The power utility U, gives the value of the remaining power
of a node. The larger the value is, the more remaining power

a node has. However, how to monitor the remaining power of
a device is not presented in the article. The neighbor utility
U, represents the ratio of uncovered two-hop nodes over all
two-hop nodes that a one-hop neighbor node covers. The
value of forwarding utility will be updated each time when a
node is allocated into the MPR set.

The heuristic of the UMPR is still based on the original
MPR scheme. It applies first three steps used in the original
MPR heuristic. When there are still some uncovered two-hop
nodes, from those one-hop neighbors of source S that have
not yet been chosen as MPRs, it selects a node as an MPR
that has the highest forwarding utility. This step is repeated
until all two-hop neighbors are covered.

The proposed heuristic can achieve an efficient use of the
overall energy in a network by choosing relay nodes with high-
er remaining power. Furthermore, the neighbor utility U,
makes the UMPR be prone to choose nodes that are less
overlapping thus reducing the number of collisions in the net-
work. Due to these characteristics, the UMPR can provide
better performance than the original MPR in terms of aver-
age lifespan in a mobile ad hoc network. However, the scheme
may increase the number of MPRs. This is due to two rea-
sons. First, the nodes with more remaining power may not
cover many uncovered two-hop nodes. Second, the neighbor
utility U, can introduce more MPRs to the network. An
example is shown in Fig. 5 where all one-hop nodes (node 1,
2, and 3) are selected as MPRs. Assume that all three one-
hop nodes initially have the same neighbor utility U,,. Based
on the forwarding utility function Uy, node 1 will be firstly
chosen as the MPR because it has the highest remaining
power. Then the U, is recalculated for the residual one-hop
nodes. In this case, node 3 has a higher U,, than node 2 and it
is selected as the MPR. Finally, in order to cover all the two-
hop neighbors, node 2 is selected as the MPR. However, as
we can see, a better MPR set in this network should only con-
tain node 2, because it can sufficiently cover all two-hop
nodes. We believe that this kind of situation is likely to hap-
pen at the beginning of the MPR selection when none of two-
hop nodes are covered yet.

Lipman’s UBF — Lipman [21] later proposed another flood-
ing scheme called the utility-based flooding (UBF), which
intends to extend the UMPR to provide full resource aware-
ness. It points out a problem in the UMPR that nodes select-
ed by the first three steps used in the original MPR heuristic
tend to dominate the MPR set and limit the use of the for-
warding utility. The UBF avoids this problem by eliminating
these steps used in UMPR. Therefore, nodes selected as
MPRs are solely based on the forwarding utility. It guarantees
that each node in the MPR set is selected based on the
remaining energy and the overlapping, so that a more efficient
energy consumption can be achieved.

The heuristic of the UBF is similar to the UMPR except in
the first step. At the beginning of the MPR set calculation,
source node S will choose a one-hop node with the highest
forwarding utility as the MPR. 15 This step is repeated until
all two-hop nodes are covered. Although the modified heuris-
tic can gain more resource awareness, it still has the same
drawback as the UMPR. Furthermore, without applying the
first three steps, which are used to optimize the heuristic, the
UBF may need more time to calculate the MPR set.

Summary of Pure MPR Schemes — The objectives of
schemes discussed previously are summarized in Table 3. For
the purpose of comparison, the original MPR scheme will also
be included in this summary. Generally, objectives of pure
MPR schemes are to find out a small set of one-hop neighbor
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Approach Objectives

Original MPR

To reduce the flooding of broadcast packets throughout the network by limiting the number of trans-
mitters in the network.

In-degree MPR

MPR To exploit the fact that the maximum value of in-degree of two-hop nodes is likely to be smaller
than the value of maximum uncovered node degree. This might be likely to reduce the computational
complexity, thus improving the speed of the MPR selection calculation.

Minimum overlapping MPR

To spread as evenly as possible MPR nodes around the source to reduce the overlapping coverage, so
that the overall number of collisions in the network can be limited.

Prioritized MPR

To reduce the possibility of overlapping in the original MPR heuristic by changing the tie-breaking crite-
rion. Thus the overall overlapping degree in the network can be reduced without increasing the number
of MPRs.

Random prioritized MPR

Has the same aim as the prioritized MPR but balances the redundancy and overlapping in some degree.

To minimize the rebroadcast in a similar fashion as the original MPR scheme, and meanwhile consider

UMPR some characteristics of nodes such as the remaining power and the neighbor utility in order to select
the most suitable nodes as MPRs. Therefore, the overall energy in the network can be efficiently used.
UBF To achieve full resource awareness by extending the UMPR scheme, so that forwarding utility is consid-

ered for each node in the MPR set.

W Table 3. Summary of pure MPR schemes.

nodes based on the original MPR heuristic to forward broad-
cast messages, so that all nodes within two hops from the
source node can receive the messages eventually. For differ-
ent schemes in this group, the objective also varies. Mans and
Shrestha’s heuristics focus on the collision problem in the net-
work and try to produce a set of MPR that can minimize the
overall overlapping. Among proposed schemes, the in-degree
heuristic is the one that tries to reduce the computational
complexity of the MPR selection by introducing the in-degree
concept. Lipman proposed two schemes and both of them aim
to prolong the lifetime of the network by efficiently using the
power of mobile nodes. The UMPR applies the forwarding
utility as the criterion to select nodes as MPRs. Thus it can
spread the traffic loads to nodes with higher remaining power
and less overlapping. The UBF, which can be seen as the
extension of UMPR, improves the energy awareness perfor-
mance by considering the forwarding utility for all MPRs.

The cost comparison of pure MPR schemes is shown in
Table 4. The symbol A represents the maximum number of
one-hop neighbors of a node, |N,| represents the maximum
number of two-hop neighbors of a node, and M represents the
maximum number of MPR selected by a node. In this article
we only focus on the costs for a source node to complete the
MPR set calculation so that all two-hop neighbors of the
source node can be covered. When we calculate the time com-
plexity, only the internal computational time (the time used to
calculate the MPR set for a heuristic) is considered. We also
assume that the out-degree value D for each one-hop node is
known to the source node. For simplicity, we assume that
each message has a constant size, so that the message com-
plexity of each scheme only depends on the number of neces-
sary messages sent before the calculation by all nodes within
two-hop from the source node. However, the actual message
overhead of schemes are different because information
required might be varied between schemes. This difference
will also be pointed out in the summary. For comparison,
costs of the original MPR scheme will also be discussed.

Since all schemes in this group are based on the original
MPR selection heuristic, they might share some characteristics
and have the same value for some costs. For each scheme in
the pure MPR group, both one-hop and two-hop node infor-

mation is required for the MPR calculation. For example, in
the original MPR scheme, in order to produce an MPR set,
knowledge of one-hop and two-hop neighbors is required for
the MPR calculation so as to decide which one-hop node cov-
ers the most number of uncovered two-hop nodes. Further-
more, source information is also needed for all schemes in
this group to determine whether or not a node needs to
rebroadcast a message. An MPR selected in these schemes
can rebroadcast a message if and only if the message is
received for the first time and it comes from this MPR’s selec-
tors.

In the original MPR heuristic discussed previously, the
time used to calculate the MPR set is dominated by iterative
steps. In step 3, we assume that O(A) time might be needed at
most to find out all one-hop neighbors that solely cover some
two-hop nodes. In step 4, the heuristic iteratively calculates
the remaining one-hop neighbors until all two-hop nodes can
be covered. The first substep in step 4 needs O(A) time while
the second substep needs O(2A) for each round. The iteration
takes M rounds to complete, and thus step 4 needs at most
O(3AM) time in total and the overall time complexity of the
original MPR heuristic is O(3AM + A). In Mans and
Shrestha’s four heuristics, except for the in-degree MPR, simi-
lar steps are used to calculate the MPR set. Therefore, the
same time complexity can be achieved for the minimum over-
lapping MPR, the prioritized MPR, and the random priori-
tized MPR. For the in-degree MPR heuristic, because a
different iterative step is used to calculate remaining one-hop
neighbors, it has a different time complexity value. After
applying the step 3 used in the original MPR, the in-degree
MPR heuristic randomly chooses an uncovered two-hop node
to calculate an MPR. Unlike the original MPR heuristic, this
iteration might take A rounds to complete, and it might need
O(2A2) time to finish in the worst case. So the overall time
complexity of the in-degree MPR is O(2A2 + A). Lipman’s
two heuristics calculate a forwarding utility as the criterion of
MPR selection instead of the number of uncovered two-hop
nodes. For simplicity, we assume both criteria need the same
time to be calculated. Because the UMPR follows steps used
in the original MPR scheme, it takes the same time to com-
plete the MPR set calculation. Intuitively, due to the lack of
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Source
dependent

Information
range

Schemes Time complexity

Message
Complexity

Summary of the heuristic

Original

MPR O(BAM + A)

2 hops Yes

O(A + |N;|)

First, select as MPRs one-hop neighbors of source S if
they solely cover any two-hop neighbors of S. Second,
select one-hop neighbors of the source S as MPRs if
they cover the maximum number of remain uncov-
ered two-hop neighbors of S. In case of a tie, choose
a node with the maximum node out-degree.

ID-MPR 2 hops Yes 0(2A2 + A)

O(A + |N,)

Apply the first phase used in the original MPR. When
there are still some uncovered two-hop neighbors of
source S, randomly pick up a two-hop neighbor y,
and from all S’s one-hop neighbors that cover y,
select a node as an MPR that has the minimum num-
ber of uncovered two-hop neighbors of S.

MO-MPR 2 hops Yes O(BAM + A)

O(A + |N;|)

Apply the first phase used in the original MPR. When
there are still some uncovered two-hop neighbors of
source S, select a neighbor of S as an MPR that has
the minimum covered over uncovered two-hop nodes
ratio. In case of multiple choices, randomly choose a
node as the MPR.

P-MPR 2 hops Yes O(BAM + A)

O(A + |N2|)

Apply the same phases used in original MPR except
the tie-breaking step. Other than the maximum num-
ber of one-hop neighbors, a node with a minimum
number of one-hop neighbors which are also two-
hop neighbors of S is selected as the MPR.

RP-MPR 2 hops Yes O(AM + A)

O(A + |N;|)

Apply the same phases as the original MPR except the
tie-breaking step. If there is a tie, randomly choose a
node as the MPR.

UMPR 2 hops Yes O(BAM + A)

O(A + |N;|)

Apply the same phases as the original MPR except the
tie-breaking step. If there is a tie, randomly choose a
node as the MPR.

UBF 2 hops Yes O(BAM)

M Table 4. Cost comparison of pure MPR schemes.

the third step used in the original MPR heuristic, the time
complexity of UBF can be O(3AM).

In order to implement heuristics, necessary information,
such as one-hop neighbors and the remaining node power, has
to be collected by the source node. This information is includ-
ed in HELLO messages and sent by all nodes in the network.
In the original MPR scheme, to collect this information, each
two-hop node has to send out a certain number of HELLO
messages to inform its neighbors about itself. After receiving
these messages, all one-hop nodes have knowledge of their
neighbors, then they also send out HELLO messages to
inform their neighbors. The source node will eventually
receive all the HELLO messages from its one-hop neighbors
and start the MPR calculation. Therefore, the total number of
messages sent within two hops in the original MPR is
O(A+|N2|). In the pure MPR group, different node informa-
tion can be piggybacked into HELLO messages, and each
scheme in the group only needs node information within two
hops. Therefore, they all have the same message complexity of
O(A+|N?|). However, we come to this result by ignoring the
message overhead of the different schemes. Actually, the
overhead might be varied depending on different node infor-
mation contained in HELLO messages. For example, the

oA + |N;|)

Eliminate the first phase applied in the UMPR. Use the
utility based algorithm to calculate all one-hop neigh-
bors of source S. Select nodes with the highest for-
warding utility as MPRs until all two-hop neighbors of
S are covered.

UMPR and the UBF have a larger message overhead because
they require extra information of the remaining node power
inside their HELLO messages.

From the time and message complexity analysis, we notice
that most of the schemes in this group have a similar perfor-
mance. A special case is the in-degree MPR, whose time com-
plexity is among the highest all. This result contradicts to the
aim of the scheme, which tries to reduces the computational
complexity. The result indicates that the heuristic needs more
time to complete, and it generates more MPRs than others.
The simulation results in [18] also show that the performance
of the in-degree MPR is inferior to others in terms of the
average number of MPRs and the total number of retransmis-
sions in the network. The drawbacks are mainly due to two
reasons. First, the in-degree heuristic randomly chooses a two-
hop node to begin the MPR calculation; second, it selects a
one-hop node with minimum uncovered two-hop nodes as the
MPR. Such strategies might lead to choosing all one-hop
nodes as MPRs in the worst case. However, the concept of
the in-degree provides a new thought to calculate an MPR
set, and we believe that it is still worthy to be considered
while a suitable strategy is applied. Regarding the other
schemes proposed by Mans and Shrestha, they all increase the
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size of the MPR set to some degree, thus increasing the num-
ber of retransmissions in the network. It is also noticeable that
despite using different heuristics, the performances of all the
heuristics vary only slightly. This can be explained by the fact
that all the proposed heuristics apply the initial phase used in
the original MPR scheme, which aims to pick up one-hop
nodes that solely cover some two-hop nodes. This initial phase
attempts to occupy a large part of the MPR set, and thus each
heuristic can only vary among a small number of MPRs. The
significance of this conclusion is that it points out a way to
further improve some heuristics. By ignoring the initial phase,
a heuristic can select each MPR based on the same criteria
thus achieving better performance. The UBF is an example
that takes this advantage and gains full resource awareness.

MPR-BASED CDS SCHEMES

One efficient broadcast method for wireless ad hoc networks
is to formulate a small connected dominating set (CDS)
where only the nodes in the set relay messages. A dominating
set (DS) is a subset of nodes in the network where every node
is either in the subset or has at least one neighbor in the sub-
set. A DS is called CDS if the subgraph induced by the DS is
connected. An example is shown in Fig. 6 where nodes con-
nected by thick lines form a CDS, and other nodes in the net-
work are one-hop neighbors of the nodes inside the CDS.
Upon receiving a broadcast message, only nodes inside the
CDS broadcast it regardless where it comes from, and eventu-
ally all nodes in the network will receive a copy of that mes-
sage from their neighbors in the CDS. It has been proven that
finding the smallest CDS in a given network is NP-complete
[16]; therefore, many heuristics have been presented to pro-
duce a CDS with a good approximation. In this section we dis-
cuss MPR-based CDS schemes that aim to generate a small
CDS from a resultant MPR set.

Adjih’'s MPR-CDS — Adjih et al. [22] proposed a novel
heuristic called an MPR connected dominating set (MPR-
CDS) to compute a CDS for a given network. It elects a CDS
based on the existing MPR set generated using the original
MPR heuristic. It points out that the idea of the MPR tech-
nique is to compute a kind of local dominating set formed by
a source node and its MPRs. By applying some strategies to
this local CDS, a global CDS can be generated in the net-
work. In the MPR-CDS scheme, the information required for
a given node to implement the heuristic is the IDs of one-hop
and two-hop neighbors of the node and the MPR selectors of
the node. All the information can be piggybacked into
HELLO messages and sent periodically by every node in the
network. It is also worth noting that the source node informa-
tion is not necessary for schemes in this group, because nodes
in a CDS will relay whatever messages they received for the
first time.

The strategy of the MPR-CDS is to apply two rules to the
original MPR heuristic in order to generate a CDS in a net-
work. A node x announces itself in the CDS if and only if it
met following rules:

Rule 1: It has the smallest node ID among its one-hop
neighbors

Rule 2: It has been selected as an MPR and its selector has
the smallest node ID among x’s one-hop neighbors

Specifically, the first rule is applied to all nodes in the net-
work while the second one is used only by nodes inside MPR
sets. In the MPR-CDS heuristic, the original MPR scheme
will be conducted first to generate MPR sets. All nodes then
will inform their one-hop neighbors about the MPRs they
selected. Upon receiving this message, nodes that have been
selected as MPRs apply the second rule to decide whether or
not they are the dominating nodes (nodes inside a CDS). Fur-
thermore, all nodes in the network also apply the first rule to
evaluate themselves. Finally, a CDS is formed by all the domi-
nating nodes in the network. It can be seen that the original
MPR heuristic is a special case of the MPR-CDS where the
only node elected by the first rule is the source node. The
merit of the MPR-CDS heuristic is that it does not need any
distributed knowledge of the global topology to generate a
CDS in a network. This makes the heuristic very attractive for
wireless mobile networks since it needs only local updates at
each detected topology change. Furthermore, because of the
lack of the source node information in the HELLO messages,
the implementation of the heuristic is eased. However, the
MPR-CDS heuristic may increase the number of MPRs in the
network. This is due to the Rule 1 applied in the network,
which elects extra nodes into the CDS. When the node ID is
ordered arbitrarily, each node might be elected by Rule 1 with
a probability of 1/A, where A is the maximum number of one-
hop neighbors of a node. The average number of nodes elect-
ed by Rule 1 will be N/A, where N is the total number of
nodes in the network. In such a case, the original MPR will
perform better than the MPR-CDS in terms of the number of
forwarding node generated.

Wu’'s EMPR — Although the MPR-CDS heuristic can effi-
ciently generate a connected dominating set without any dis-
tributed global information, it increases the number of
forwarding nodes and retransmissions in the network. Wu [23]
considered this problem and tried to extend the MPR-CDS
heuristic to construct a smaller forwarding node set without
additional cost. In the extended heuristic, namely, enhanced
MPR (EMPR), two drawbacks of the MPR-CDS are pointed
out. First, Rule 1 is unnecessary in many cases, nodes selected
based on Rule 1 are not essential for a CDS. Second, the orig-
inal MPR forwarding node selection does not take advantage
of Rule 2. The first drawback can be explained by Fig. 7
where nodes a and b are selected in the CDS based on Rule
1. However, we can see that node ¢ alone is sufficient to cover
all nodes in the network. Hence Rule 1 is not suitable in this
occasion. The essence of the second drawback is that the
MPR-CDS does not take the advantage of Rule 2 to provide
fault tolerance. Because only MPRs whose selectors have the
smallest node ID can be chosen into the CDS, other selectors
with a larger node ID will have no effect on the CDS calcula-
tion. Therefore, a node that does not have the smallest ID
among its one-hop neighbors can choose these one-hop neigh-
bors as MPRs without any extra cost. This strategy can
enhance the ability of fault tolerance in a mobile ad hoc net-
work. Figure 8 illustrates this enhancement. In this network,
node r is only selected as an MPR by node i, which has the
smallest node ID among ’s one-hop neighbors. If node i is
turned off or it leaves the network, node r will eliminate itself
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W Figure 7. First drawback of MPR-CDS.

from the CDS, and this may cause network to break. Howev-
er, if node j also selected r as an MPR, on the one hand, it
will not affect r’s decision to be in the CDS; on the other
hand, node r will be still in the CDS without node i, thus sta-
bilizing the network. Such nodes as node r are called free
neighbors of node j which is a novel concept introduced in the

EMPR.

The heuristic of the EMPR extends the MPR-CDS in two
phases shown as follows:

Enhanced Rule 1: The node has the smallest ID among all
its one-hop neighbors and it has two unconnected neigh-
bors.

Enhanced Original MPR Heuristic: Initially, add all free
neighbors of source node S to the MPR set and elimi-
nate two-hop nodes that are covered by these free neigh-
bors. Then apply the original MPR heuristic to the
residual one-hop neighbors to cover all remaining two-
hop nodes. Use the node ID to break a tie when two
nodes cover the same number of uncovered two-hop
nodes.

In essence, the enhanced original MPR heuristic has
already included the function of Rule 2, and thus the forward-
ing nodes selected by the heuristic are indeed in the CDS.
Combining with the enhanced Rule 1, the EMPR can gener-
ate a smaller CDS in a given network than the MPR-CDS
heuristic.

Although the gains of two extensions are not explicitly
given in this article, based on our analysis, we believe that
both the enhanced Rule 1 and the enhanced original MPR
heuristic contribute to the reduction of the size of the for-
warding node set. For the enhanced Rule 1, it adds more con-
strains to the original Rule 1, and thus it reduces the chance
of generating a forwarding node. With regard to the Enhanced
original MPR heuristic, the introduction of free neighbors can
also reduces the number of forwarding nodes. This is due to
the fact that free neighbor nodes may have already covered a
large number of two-hop nodes, and hence fewer number of
forwarding nodes are needed to cover residual two-hop nodes.
An extreme case is that all two-hop nodes are covered by free
neighbors. Therefore, no MPR calculation is needed to gener-
ate any forwarding nodes. The gains of two extensions are
also confirmed by simulation results presented in the article,
where the EMPR outperforms the MPR-CDS by producing
less number of forwarding nodes in the network. However,
the comparison between the EMPR and the original MPR is
not given, which we believe is valuable and need to be con-
ducted in the future research. In the article the author also
points out that, instead of the node ID, other criteria such as

M Figure 8. Second drawback of MPR-CDS.

the node remaining power can be used as the node priority.
Therefore, the resultant CDS can provide some special fea-
tures like power awareness and mobility awareness.

Chen and Shen’s DEMPR — Chen and Shen [24] studied the

MPR-based CDS schemes presented previously and tried to

further reduce the size of the CDS. They observed that the

node degree (the number of one-hop neighbors of a node) is
more related to the size of a CDS than the node ID, and thus
it should be given a higher priority. The node ID can be used
whenever a tie happens. Based on this concept, previous
schemes can be further improved to produce a smaller for-
warding node set. In their article, three improvements are put
forward. Here, we only present the improved scheme based
on the EMPR which we refer to as degree-based enhanced

MPR (DEMPR). The heuristic of DEMPR is the same with

the EMPR except it applies two extended rules:

Extended Rule 1: A node is in the CDS if it has the largest
node degree among all its one-hop neighbors and it has
two unconnected neighbors.

Extended Rule 2: A node is in the CDS if it has been
selected as an MPR and its selector has the largest node
degree among its one-hop neighbors.

Based on these two rules, the notion of free neighbors also
needs to be changed correspondingly. The one-hop free
neighbors of source node § are its one-hop neighbors who
have at least a one-hop neighbor that has larger node degree
than S. Among these two rules, we believe the main contribu-
tion to reducing the size of a CDS is the extended Rule 1.
This is because the Rule 1 intends to choose a node as an
MPR if it covers the largest number of nodes among all its
one-hop neighbors, so all these one-hop neighbors will not be
elected as forwarding nodes by Rule 1, and therefore fewer
nodes have left in the network and fewer forwarding nodes
will be generated consequently. The result can be seen in Fig.
9. In such a network, nodes a and b will be chosen as forward-
ing nodes by rule 1 if node ID has a higher priority. However,
only node e will be selected when the node degree is consid-
ered first.

Wu and Lou’s EEMPR — Wu and Lou [25] extended the
notion of coverage used in previous schemes and attempted to
enhance EMPR to generate a smaller CDS for a given net-
work. The proposed heuristic, referred to as the extended
enhanced MPR (EEMPR), uses three-hop neighbor informa-
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M Figure 9. Extended Rule 1 in DEMPR.

tion to cover all two-hop neighbors of each source node. The
only additional node information it requires is the one-hop
neighborhood information of all two-hop neighbors of the
source node. The basic idea behind this heuristic is that it
tries to cover more two-hop neighbors with a pair of MPRs,
which are two serially connected MPRs in the one-hop and
two-hop neighborhoods of the source node, respectively.
These two MPRs are either directly selected or indirectly
selected by the source node. Figure 10 depicts this heuristic.
In the original MPR heuristic, both nodes b and ¢ will be
selected by source node a, since they both solely cover a two-
hop node. However, it is worth noting that node d can also
cover node e if d is chosen as an MPR of b. Therefore, all
two-hop nodes of a can be covered eventually if node b and d
are selected as a pair of MPRs. In such a case, node b is
directly selected by node a, while node 4 is indirectly selected
by node a. Similar to the EMPR, free neighbors are also used
in the EEMPR as they contribute additional coverage without
any cost. However, the conception of the free neighbor is var-
ied from the EMPR. A two-hop free neighbor y of source
node S is a node in S’s two-hop neighbors where the node ID
of S is not the smallest among y’s one-hop neighbors.

The proposed heuristic still applies the Rule 1 used in the
EMPR while an enhanced Rule 2 is used to evaluate each
pair of MPRs. The eenhanced Rule 2 operates as follows:
Enhanced Rule 2: Node x is in the CDS if:

1 It has been selected directly as an MPR and its selector
has the smallest node ID among x’s one-hop neighbors.
2 It has been selected indirectly as an MPR and its selector
has the smallest node ID among x’s one-hop neighbors
The heuristic of the MPR calculation is also extended in the
EEMPR. Initially, all one-hop and two-hop free neighbors are
added to the MPR set, and all two-hop nodes they covered
are removed. Then, among the one-hop and two-hop nodes
that remain connected, pick up a pair of connected nodes as
MPRs if they cover the most number of uncovered two-hop
neighbors of the source node. Use the node ID to break a tie
if multiple selections exist. Since the heuristic introduces free
neighbors, it has already included the function of the
Enhanced Rule 2, therefore, MPRs generated by the heuristic
are essentially in the CDS.

Obviously, the gain for using additional node information
is that fewer MPRs are generated by each source node. The
reduction can be explained by referring to the problem in the
original MPR selection heuristic discussed earlier, where
MPRs chosen by the initial phase tend to dominate the MPR
set. The strategy used in the EEMPR may avoid this problem,
because a pair of MPRs may have a chance to cover those

M Figure 10. 4 pair of MPRs in EEMPR.

solely covered two-hop nodes, and thus fewer nodes are
selected as MPRs to particularly cover those two-hop nodes.
However, the drawback of this strategy is that each source
node has to reconsider all pairs of MPRs to cover their two-
hop neighbors without taking the advantage of the forwarding
nodes that have already been selected. This may prolong the
calculation process and increase the number of the forwarding
nodes in the network. Because for each source node, some
forwarding nodes in its two-hop neighborhood may have
already been chosen into the CDS, these forwarding nodes
can be excluded when the one-hop neighbors of the source
begin to calculate their forwarding nodes. That is to say, one
should treat these forwarding nodes as the free neighbors,
even though they do not meet the free neighbor criterion. To
further improve the heuristic, the tie-breaking procedure also
needs to be enhanced in order to optimize MPRs selected in
two-hop neighborhood. In comparison to the node ID, we
believe the node degree of the second hop MPR is more suit-
able as the tie-breaking criterion to reduce the size of the
CDS. When multiple pairs of MPRs are available, the pair
that has higher node degree of the second hop MPR should
be given the priority. This strategy is prone to choose a sec-
ond hop MPR that has a larger coverage, and thus when the
MPR is included as a free neighbor of a node, more two-hop
nodes can potently be covered and fewer forwarding nodes a
source will generate.

Summary of MPR-Based CDS Schemes — Table 5 summa-
rizes objectives of four MPR-based CDS schemes. Generally,
all schemes that appear in this group aim to calculate a con-
nected dominating set (CDS) in a network based on the origi-
nal MPR heuristic. Because the CDS is source-independent,
nodes inside a CDS do not require the source node informa-
tion from broadcast messages, thus reducing the complexity of
processing a broadcast packet. Sequentially, each scheme in
this group tries to improve the performance of the previous
one by generating a smaller size of CDS. Among them, Wu
and Lou’s EEMPR provides an novel concept that can effec-
tively reduce the cardinality of the CDS. However, this
achievement needs to sacrifice the simplicity of the heuristic.

Table 6 shows the cost comparison of these four schemes.
| V3| represents the maximum number of three-hop neighbors
of a node. Among four schemes, only the EEMPR uses the
three-hop node information. The extra node information con-
tributes to more knowledge of a two-hop neighbor of the
source; hence, MPRs can be more wisely selected to have a
larger two-hop node coverage. However, the extra informa-
tion also leads to the high latency and inaccuracy in the net-
work. Therefore, the EEMPR achieves better performance by
sacrificing time and computational simplicity.

Since two rules are applied to the original MPR heuristic,
schemes in this group generally need more time to complete
the calculation and have larger time complexity. Since all
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Approach | Objectives

MPR-CDS

The original MPR scheme needs source information in order to decide whether or not an MPR should broadcast messages.
This source information may be difficult to obtain considering broadcasting in IP level. The proposed scheme aims to
resolve this problem by producing a connected dominating set (CDS) based on the original MPR heuristic.

2l tries to avoid them without increasing extra costs.

Try to produce a smaller CDS by extending the MPR-CDS heuristic. The scheme shows two drawbacks in the MPR-CDS and

DEMPR

Try to reduce the size of the CDS generated by previous schemes. Point out that the node degree is more related to the
size of a CDS and should be used instead of the node ID.

EEMPR

W Table 5. Summary of MPR-based CDS schemes.

nodes can operate each rule at the same time, the time com-
plexity of the two rules is only determined by their internal
calculation steps, and the overall time complexity for each
MPR-based CDS scheme is the time for each source node to
complete forwarding node calculation. In the MPR-CDS
scheme, the original MPR selection heuristic is still used to
generate the MPR set for each source node. The extra costs
in the scheme are the two rules that determine a node’s for-
warding status. In Rule 1, a node has to find out whether its
node ID is the smallest among all its one-hop neighbors. This
iterative step can be finished within O(A) time for all nodes in
the network. In Rule 2, an MPR node needs to know whether
any of its selectors has the smallest node ID among all its
one-hop neighbors, and this takes at most O(A) time to com-
plete for all MPRs. Therefore, the overall time complexity of
the MPR-CDS is O(3AM + 3A), referring to the fact that the
time complexity of the original MPR heuristic is O(3AM + A).
In the EMPR scheme, two extensions are introduced to the
Rule 1 and the MPR selection heuristic respectively, both of
them add extra costs to the scheme. Because the detail of the
heuristic is not presented in this article, we cannot deduce the
explicit time complicity of these extra costs. However, we esti-
mate that the step to add all free neighbors to the MPR set
will take O(A?) time to run in the worst case, and it might be
the dominant part of the extra costs. Therefore, the time com-
plexity of the EMPR should be larger than O(3AM +A% +
3A). In Chen and Shen’s DEMPR, the only change is the cri-
terion of the two rules. Instead of node ID, the node degree is
used to determine a node’s forwarding state. This change will
not increment the cost of the heuristic, so it has the same time
complexity as the EMPR. In Wu and Lou’s EEMPR, more
computational complexity is introduced in the heuristic to
achieve better performance in terms of the size of a CDS. It
adds both one-hop and two-hop free neighbors in the MPR
set, which might take O(A% + | N,|A) time to complete. The
MPR set selection heuristic has also been extended, which
chooses a pair of MPRs at each round. However, how to
choose such a pair of MPRs is not specified in this article; we
can only estimate that it may use more time to run this heuris-
tic than the EMPR. Although the Rule 2 in the EEMPR is
enhanced, it only affects two-hop nodes of the source node.
Since every node can individually apply two rules at the same
time, the enhancement will not increment the time complexity
of the Rule 2. Thus, the overall time complexity of the
EEMPR could be larger than O(3AM + |N>|A + A% + 2A).
This result is in accord with the previous analysis, which indi-
cated that the EEMPR is the most sophisticated scheme in
this group.

In this group, except for the EEMPR, the process of the
MPR set calculation is the same as the original MPR selection

Further extend the MPR-CDS to produce a smaller number of forwarding nodes. The scheme considers the dominating
effect of the initial phase in the original MPR heuristic, and tries to avoid it by using three-hop node information to
generate a pair of MPRs that can cover more two-hop neighbors.

heuristic, so that the number of HELLO messages exchanged
within two hops of these schemes is also the same as the origi-
nal MPR scheme. However, Rule 2 in each MPR-based CDS
scheme requires source node to send out an additional
HELLO message to its one-hop neighbors in order to inform
its MPR decisions. This makes the overall message complexity
a little bit higher than schemes in the pure MPR group. A
special case is the EEMPR, which generates a pair MPRs in
each round of MPR calculation. This process needs an infor-
mation range of three hops, and thus it requires each three-
hop neighbors of the source to send a HELLO message.
Furthermore, Rule 2 in this scheme forces all one-hop MPRs
to send a HELLO message to inform nodes that they have
chosen as MPRs. Therefore, in order to implement the
heuristic, the EEMPR needs O(A+ |N;| +|N3|+M +1) mes-
sages in advance. This result again proves that EEMPR has
sacrificed its simplicity to achieve a better flooding perfor-
mance.

From the above analysis, we can see that all schemes in
this group more or less increase the time and message com-
plexity. Among them, the EEMPR is the most complex heuris-
tic; in return, it produces the smallest size CDS in this group.
The gain for all schemes in this group is that the source-inde-
pendent flooding strategy is achieved which reduces the diffi-
culty in implementing a heuristic. Among all the schemes in
this group, we notice that the DEMPR requires node degree
information from one-hop neighbors, which cannot be
obtained from the usual contents in a HELLO message. Extra
information that contains the value of the largest node degree
among all one-hop neighbors and the corresponding node ID
should be appended into the HELLO message. It is also
remarkable that the enhanced Rule 1 is only effective when
the network is sparsely distributed. This is due to the fact that
in a dense network, the probability of having two unconnected
neighbors raises as the number of neighbors increase, and
thus more nodes are selected as MPR by Rule 1. Considering
this effect, we believe that node degree used in the DEMPR
is a better choice and should be used to replace node ID in
Rule 1, and thus the extra condition of finding two unconnect-
ed neighbors can also be eliminated. Such an improved Rule 1
will not be affected significantly by the topology changes and
can be deployed to any scheme in this group.

QOS-BASED MPR SCHEMES

Quality-of-service (QoS) is an important issue in the tradition-
al wired network and has been deployed more that ten years.
Inevitably, it will also be a key feature in mobile ad hoc net-
works to provide multimedia service. To support QoS, the link
state information, such as bandwidth and delay, should be
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Source
dependent

Information
range

Schemes Time complexity

Message
complexity

Summary of the heuristic

MPR-CDS 2 hops No O(BAM + 3A)

O(A+ Ny | +1)

First, run the original MPR heuristic to
calculate an MPR set for each source node.
Then deploy Rule 1 to all nodes in the network
and Rule 2 to all MPRs to further select a
subset of nodes as the forwarding nodes.

> 0O(3AM + A2 +

EMPR
3A)

2 hops No

O(A+|Nz|+1)

First, put all free neighbors of the source node
into MPR set. Then apply the same phases
used in the original MPR selection heuristic.
However, use the node ID to break a tie.
Finally, deploy an extended Rule 1 and the
original Rule 2 to all nodes and MPRs,
respectively, to select a subset of nodes as

the forwarding nodes.

> O(3AM + A? +

DEMPR
34A)

2 hops No

O(A+|Ny|+1)

Extend the previous heuristic by replacing the
minimum node ID to the maximum node
degree. Use node ID when there is a tie.

O(BAM + |N;|A
+ A2 + 2A)

EEMPR 3 hops No

W Table 6. Cost comparison of MPR-based CDS schemes.

available and manageable. This requires broadcast schemes in
a wireless network to be able to efficiently disseminate the
QoS information throughout the network. Regarding the orig-
inal MPR scheme, where MPRs are chosen based on non-
QoS criteria and each MPR can only propagate information
of links between it and its MPR selectors, good quality links
may be hidden to other nodes in the network. Figure 11 illus-
trates this problem in the original MPR scheme. The number
above each link represents the corresponding bandwidth. In
such a network, node a will select node b as the MPR because
it covers more uncovered two-hop neighbors and has a small-
er node ID. Following the same heuristic, node b will choose
node f as the MPR. Hence, node g knows that it can reach
node a via the route {qg, £, b, a} which has the bottleneck
bandwidth of 5. However, it is obvious that a better route
should be {g, £, d, a} which has the bottleneck bandwidth of
100. This high bandwidth route is hidden from node g by
using the original MPR heuristic. Therefore, the MPR selec-
tion has to consider QoS information such as bandwidth and
delay in order to provide suitable links for some specific appli-
cations. Here we discuss the QoS-based MPR schemes that
aim to select MPR sets based on some QoS requirements.

Badis’s QoS-based MPR Heuristics — Badis et al. [27] pro-
posed two heuristics for the MPR selection based on QoS
measurements. The purpose of these new MPR schemes are
to extend the QoS routing protocol proposed in [28]. The
essence of these two MPR heuristics is to utilize QoS condi-
tions, such as bandwidth and delay of links between one-hop
neighbors, to select MPRs that can provide better QoS envi-
ronment. Additional QoS information can be piggybacked
into HELLO messages and exchanged between neighbors,
and thus no extra control messages are generated.

O(A + [Na| + |N3|
+M+1)

First, put all the one-hop and two-hop free
neighbors of source node S into MPR set. Then
choose a pair of nodes that are a one-hop
neighbor and a two-hop neighbor of source S
as MPRs if they cover the most number of
uncovered two-hop neighbors of S. Node ID
will be used to break a tie. Finally, deploy Rule
1 used in the EMPR and an extended Rule 2 to
all nodes and MPRs, respectively, to select a
subset of nodes as the forwarding nodes.

The first proposed heuristic, referred to as the QoS-based
MPR-1 (QMPR-1), still follows the same steps as the original
MPR heuristic, but it modifies the tie-breading procedure in
order to provide QoS prioritized MPRs. Instead of a maxi-
mum node out-degree, a node with higher bandwidth is cho-
sen when multiple choices exist. In case there is another tie in
the above step, a node with minimum delay is selected. This
heuristic has a higher chance to pick up MPRs with larger
bandwidth, but the improvement is only marginal. Thus, it
cannot guarantee to find the optimal links. Referring to Fig.
11, path {g, £, ¢, a} will be revealed based on QMPR-1
because node ¢ has a larger bandwidth compared with node b.
However, this result is still not the best one in terms of higher
bandwidth.

The second heuristic, referred to as QMPR-2, tries to
improve the QoS performance of QMPR-1. It also follows the
same steps as the original MPR heuristic but selects nodes
with higher bandwidth as MPRs, and the delay is used when
there is a tie. In case of another tie in the above step, a node
that covers the most number of uncovered two-hop neighbors
will be chosen. This heuristic enlarges the effect of QoS crite-
ria in the MPR selection; hence, more MPRs will be chosen
based on their QoS conditions and, consequently, a better
chance can be achieved to find the optimal links between a
given pair of source and destination. As we can see in Fig. 11,
the path with the highest bandwidth is found finally by using
this heuristic.

These two schemes, especially the second one, can find
MPRs with better QoS conditions, thus providing suitable
links for QoS requirements. However, both schemes might
increase the number of MPRs. This is due to the fact that
MPR nodes which have higher bandwidth or lower delay
might cover few uncovered two-hop nodes. Hence, more

42

IEEE Communications Surveys & Tutorials ¢ 4th Quarter 2006



M Figure 11. QoS problem in original MPR heuristic.

MPRs have to be selected to covered all two-hop nodes of the
source. As shown in Fig. 11, nodes d and g are selected as
MPRs of node fin QMPR-2; however, node b alone is suffi-
cient to cover all two-hop neighbors of f and will be selected
as an MPR in the original MPR heuristic. It is also noticeable
that not all MPRs are selected based on the QoS conditions.
This is because that the initial phase in the original MPR is
applied to both proposed heuristics, and it might generate
most of the MPRs. Therefore, both heuristics can only have
effect on a small part of the MPR set. A possible solution for
this problem is to use a pair of MPRs to cover more two-hop
neighbors as used in the EEMPR discussed in the previous
section. However, this also introduces more complexity into
the heuristic and make it difficult to be implemented.

Ge’s QoS-based MPR Heuristics — Ge et al. [26] tried to
integrate the QoS feature into the original OLSR routing pro-
tocol [7]. They also investigated the limitation of the original
MPR heuristic and realized that good quality links could be
hidden to other nodes in the network. Considering this limita-
tion, three revised MPR selection heuristics are proposed to
compute the MPR set based on QoS criteria. The first two
heuristics are similar to Badis’s but without considering the
delay. The third heuristic, referred to as the QoS-based MPR-
3 (QMPR-3), further improves the QoS performance. It
points out a drawback in QMPR-2 that not all two-hop neigh-
bors have optimal links to reach the source node. Referring to
Fig. 11, it is observed that node g will select node f as the
MPR based on QMPR-2. Hence, node b will have the knowl-
edge that it can reach node g via f after f relays g’s broadcast
messages. Obviously, a larger bandwidth link {b, e} is hidden
from node b. QMPR-3 solves this problem by using a heuristic
similar to the in-degree MPR scheme discussed in the pure
MPR group.

The idea of the heuristic is to let all two-hop nodes have
an optimal bandwidth path through MPRs to the source node.

Here, the optimal bandwidth path is the path with the high-
est bottleneck bandwidth. For each two-hop node x, source
node S chooses a one-hop neighbor node as the MPR if it
covers x, and the bottleneck of the path is the largest among
all available paths from x to S. Each two-hop node has to go
through this calculation until is finds an optimal path to the
source node.

The QMPR-3 heuristic further increases the chance of
finding a route with higher bandwidth, since each two-hop
node is linked to the source node using an optimal path.
However, the heuristic generates a greater number of MPRs
than the other two QoS-based MPR heuristics, which results
in more retransmissions in a network. One can possibly think
that, in the worst case, every one-hop neighbor of the source
node can be chosen as the MPR for different two-hop nodes.
We estimate that it will be too costly to ensure that every
two-hop node has an optimal path to the source node. An
alternative way is to consider a weighted value, which can be

a ratio of the overall bandwidth of all links that a node has on
the number of links. A one-hop node with the highest weight
should be selected as the MPR. Therefore, two-hop nodes
may have a higher chance to obtain larger bandwidth paths to
the source node via fewer MPRs.

Summary of QoS-based MPR Schemes — The summary of
objectives of different schemes in this group is shown in Table
7. In general, all schemes in this group aim to revise the origi-
nal MPR selection heuristic to achieve QoS awareness.
Among them, QMPR-3 has a better performance of finding
the optimal routes in the network. However, it also generates
more MPRs compared with other QoS-based MPR schemes
thus increasing the overall retransmissions in the network.

Table 8 presents a cost comparison of the different
schemes. Because all the schemes in this group are still based
on the original MPR heuristic, they have the information
range of two hops. Furthermore, all schemes require a source
node information to be included in broadcast messages in
order to decide whether or not an MPR needs to relay the
message.

The first two schemes proposed by Badis et al. only modify
the tie-breaking procedure and the MPR selection criterion of
the original MPR heuristic; therefore, no extra costs are intro-
duced in the heuristics, and thus they have the same time
complexity as the original MPR scheme. Although Ge et al.
have proposed three schemes, two of them are essentially the
same as the Badis’s, and thus they are not further analyzed
here. The third scheme, which guarantees that each two-hop
node has an optimal bandwidth path to the source node, uses
different strategy from the original MPR heuristic. Since each
two-hop node has to run the heuristic to compute an MPR in
order to setup a path to the source, the heuristic can be com-
pleted at least in O(|N,|) time, where |N,| denotes the maxi-
mum number of two-hop nodes for a given source node. Due
to the lack of details of the heuristic, we cannot explicitly

Approach Objectives

Try to resolve the limitation of the original MPR selection heuristic that it has no guarantee to find the optimal path in

QMPR-{1, 2} terms of QoS requirements. The new heuristics tend to select MPRs based on QoS criteria such as bandwidth and delay
so that good-quality paths have higher chance to be revealed to nodes in the network.
Aim to ensure that all two-hop neighbors have an optimal bandwidth path to the source node, so that the chance to
QMPR-3 find a better route for a given pair of source and destination can be further increased. The heuristic selects a node as

W Table 7. Summary of QoS-based MPR schemes.

the MPR if it provides the highest bandwidth path to the source node for a given two-hop neighbor node.
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Source
Dependent

Informa-

HIE TS tion Range

Time Complexity

QMPR-1 2 hops Yes O(BAM + A)

Message
Complexity

O(A + |N;|)

Summary of the Heuristic

Apply the same steps used in the original MPR selec-
tion heuristic. When there is a tie, choose a node as
the MPR that provides a larger bandwidth. In case of
another tie, select the node with lower delay as an
MPR.

QMPR-2 2 hops Yes O(BAM + A)

O(A + |N;)

First, apply the initial phase used in the original MPR
scheme. When there are still some uncovered two-
hop neighbors, select the node with higher band-
width as an MPR. In case of a tie, select a node with
lower delay. In case of another tie, select the node as
an MPR that covers the most number of uncovered
two-hop neighbors of the source node.

QMPR-3 | 2 hops Yes 0Q2|N,|A)

W Table 8. Cost comparison of QoS-based MPR schemes.

deduce the time complexity of this scheme. Here, we assume
that the heuristic has the following steps. First, for each two-
hop 34 node, the bottleneck bandwidth of all its available
paths to the source node are calculated. This step takes O(A)
time to complete in the worst case when a two-hop node is
reachable by all one-hop nodes. Second, for each two-hop
node, pick up a node as the MPR that can provide the largest
bottleneck bandwidth. This step takes O(A) time to run. Since
these two steps have to be operated for all two-hop neighbors,
the total time complexity of the heuristic can be O(2|N,|A).
This result points out that in most of the cases, the scheme is
more complex than others in this group. However, it performs
better in terms of finding optimal bandwidth path for a given
two-hop node.

In this group, all schemes have the information range of
two hops, so they have the same message complexity as the
original MPR heuristic. However, extra information, such as
bandwidth and delay, is piggybacked into HELLO messages in
order to disseminate QoS conditions of links. Hence, all
schemes in this group have a larger message overhead than
the original MPR scheme.

From the analysis above, it is clear that all schemes in this
group have similar time and message complexity to the origi-
nal MPR heuristic. This is due to the fact that they only par-
tially modify the original MPR heuristic by introducing some
QoS measurements. This puts forward an idea that one can
also use QoS conditions to modify MPR-based CDS schemes
in the purpose of generating a connected dominating set that
can provide a better QoS environment without increasing the
complexity of the heuristics. In such a case, we believe that
the velocity of a node is necessary to be considered as one of
the QoS criteria during the CDS selection in order to stabilize
the network.

A COMPARATIVE ANALYSIS OF THREE GROUPS

So far we have discussed 14 MPR-based broadcast schemes
and categorized them into three groups based on their objec-
tives. Referring to Table 1, schemes in the pure MPR group
mainly attempt to solve the broadcast storm problem and
achieve efficient flooding. Schemes in the MPR-based CDS
group try to further reduce the size of the forwarding node set
in order to perform optimized flooding. They extend the origi-

O(A + |N;|)

For each two-hop neighbor of source node S, select
as MPR a one-hop neighbor of S that covers this two-
hop neighbor if it has the largest bottleneck band-
width path to S. Repeat this step until all two-hop
neighbors are covered.

nal MPR scheme and attempt to produce a CDS based on the
original MPR heuristic. QoS-based MPR schemes consider
the bandwidth and the end-to-end delay of links, and try to
generate an MPR set based on these requirements, so that
QoS can be better supported in the network.

Schemes in different groups also have different costs.
Referring to Tables 4, 6, and 8, one can see that the schemes
in the MPR-based CDS group are the most costly in both
time and message complexity, while other two groups share
similar complexity. This is due to the fact that MPR-based
CDS schemes utilize more complex heuristics in the forward-
ing node calculation. In return, they also generate a smaller
forwarding node set compared to other schemes. It is also
worth noting that all MPR-based CDS schemes are source
independent, whereby nodes do not need to identify the last
hop transmitter to decide their own retransmission state.
Therefore, one might be able to use MPR-based CDS schemes
to replace the original MPR scheme in order to simplify the
rebroadcasting process in the network. However, due to the
complexity of heuristics, MPR-based CDS schemes may not
achieve efficiency in mobile ad hoc networks, where nodes
move frequently and the forwarding node calculation is con-
ducted rapidly. In such cases, MPR-based CDS schemes could
only be suitable for fixed networks. We believe that this issue
is important and should be addressed in future research.

Besides the costs presented in this article, another signifi-
cant criterion for evaluating broadcast schemes is the overall
system performance, which is generally referred to as the net-
work throughput [29] and the end-to-end delay. When applied
to the same routing protocol that requires a broadcast mecha-
nism to distribute data and control packets, different broad-
cast schemes may have different impacts on the overall system
performance, and a broadcast scheme is considered to be bet-
ter than the others if it achieves the largest network through-
put and/or the lowest end-to-end delay. Unfortunately, among
all the MPR-based broadcast schemes surveyed in this article,
only Badis’s work [27] considers such impact on the overall
system performance. The simulation conducted in [27] applies
the QMPR-1 and QMPR-2 heuristics to the Optimized Link
State Routing (OLSR) protocol [6] and evaluates the resul-
tant network throughput for each. The results show that the
network attains almost maximum throughput before satura-
tion for both heuristics. After the saturation, the network
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using QMPR-2 still retains the maximum throughput while
the network using QMPR-1 experiences a gradual drop in the
throughput. This result reflects that the QMPR-2 heuristic
indeed finds larger bandwidth paths than the QMPR-1 heuris-
tic.

Despite the lack of published system performance results
useful for a quantitative comparison, we can still reasonably
claim that the QoS-based MPR schemes may yield the best
overall system performance because of their bandwidth and
end-to-end delay orientated characteristics, while the MPR-
based CDS schemes may achieve the poorest overall system
performance. This can be due to the fact that the MPR-based
CDS schemes produce fewer forwarding nodes, which propa-
gate limited link information throughout the network. There-
fore, fewer routes are provided to the routing protocol for
each source-destination pair, and thus less optimal paths are
generated by the routing protocol in the network. However,
the real situation may be far more complex than what we sup-
posed. Because of the transmission contention and the inter-
ference among nodes, schemes that produce higher number of
forwarding nodes may perform poorly, while schemes operat-
ing with fewer forwarding nodes can have better performance.
For this reason, comprehensive and systematic studies are
necessary for a comparative analysis of the impact of different
MPR-based broadcast schemes on overall system perfor-
mance.

CONCLUSIONS

As a prospective technology, MANETS have gained increased
research attention in recent years. Efficient broadcast is one
of the significant research issues that plays an important role
in the performance of MANETSs. Many techniques have been
presented to minimize redundant rebroadcasting and save the
limit energy in MANETS. In this article we have discussed in
particular the broadcast schemes based on the multipoint
relay (MPR) heuristic, which is one promising broadcast tech-
nique proposed recently.

We first presented the fundamental concepts of the origi-
nal MPR selection scheme, explained the basic idea of this
heuristic and its significance, and put forward the definition of
the costs of MPR-based broadcast schemes. Then, we classi-
fied 14 proposed schemes into three groups, based on their
objectives. We discussed the heuristic and performance for
each scheme. Merits and drawbacks were shown while possi-
ble improvements were also presented for some schemes. A
summary was given in each group to compare the schemes in
terms of their objectives and costs.

In this survey we have discussed some costs of the pro-
posed heuristics, such as source node information dependency
state, information range, HELLO message overheads, compu-
tation complexity, and communication complexity. Although
schemes in different groups may have different focuses and
objectives, these issues always need to be considered because
they are important for evaluating the performance and scala-
bility of a given scheme regardless of its objective. From the
discussion of these 14 MPR-based broadcast schemes, we can
conclude that the original MPR still has relatively lower com-
putation and communication complexity compared with most
of the other schemes. This is because schemes that are extend-
ed from the original MPR are meant to have additional pro-
cedures and require extra information in their heuristics, so
that more time and message complexity are expected for
them.

Although schemes in different groups have different focus-
es and objectives, it is still necessary to compare the number

of forwarding nodes generated by each scheme in order to
estimate the retransmission overheads. We observed that the
original MPR selection heuristic still yields a smaller MPR set
than most of the others. This is due to the fact that the origi-
nal MPR scheme mainly focuses on reducing the number of
forwarding nodes, while others are interested in different fea-
tures such as minimum overlapping, efficient energy usage,
and QoS conditions. However, the comparisons between the
original MPR scheme and MPR-based CDS schemes are not
so clear. Although the simulation done in [22] has proven that
the MPR-CDS is inferior to the original MPR in terms of the
number of forwarding nodes, it is hard to analyze other MPR-
CDS schemes, and no simulation has been done thus far to
compare these schemes with the original MPR scheme. We
believe that it is worth conducting such work in the future to
produce a better comparison. Furthermore, the impact on the
overall system performance (network throughput and end-to-
end delay) for different MPR-based broadcast schemes is also
an important issue that needs to be addressed. Schemes in dif-
ferent groups or even in the same group may have varied con-
tributions to the overall system performance, and thus in
future work it will be necessary to conduct simulations to
compare the overall system performance for different MPR-
based broadcast schemes.

From this survey, we can see that the MPR-based broad-
cast schemes provide different features based on different
MPR selection criteria. By using various kinds of node infor-
mation, one can customize the MPR selection procedures and
obtain different broadcast performances as required. QoS-
based MPR schemes are such customized schemes which use
QoS measurements to modify the original MPR heuristic to
achieve QoS-awareness broadcast in the network. Based on
this concept, it is possible to extend all MPR-based broadcast
schemes by piggybacking extra node information into the
HELLO messages and utilizing them to modify the MPR
selection criterion.

The aim of this survey is to facilitate a comprehensive
understanding of MPR-based broadcast schemes in mobile ad
hoc networks, and to present possible improvements for some
schemes, which might be a helpful guideline for people who
want to further improve them.
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