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Abstract
Finding regions of similarity between two very long data streams is a computationally intensive problem referred to as sequence alignment. Alignment algorithms must allow for imperfect sequence matching with different starting locations and some gaps and errors between the two data sequences. Perhaps the most well known application of sequence matching is the testing of DNA or protein sequences against genome databases. The Smith–Waterman algorithm is a method for precisely characterizing how well two sequences can be aligned and for determining the optimal alignment of those two sequences. Like many applications in computational science, the Smith–Waterman algorithm is constrained by the memory access speed and can be accelerated significantly by using graphics processors (GPUs) as the compute engine. In this work we show that effective use of the GPU requires a novel reformulation of the Smith–Waterman algorithm. The performance of this new version of the algorithm is demonstrated using the SSCA#1 (Bioinformatics) benchmark running on one GPU and on up to four GPUs executing in parallel. The results indicate that for large problems a single GPU is up to 45 times faster than a CPU for this application, and the parallel implementation shows linear speed up on up to 4 GPUs.

© 2010 Elsevier Inc. All rights reserved.

1. Introduction

Scientific algorithms tend to operate on long streams of data. This makes modern cached based processors ill-suited for scientific computations. The inability to access large data sets efficiently in these hardware designs means that almost all scientific algorithms are now memory bound and operate at about 5% of the processor rated speed. Parallel processing can compensate for this inefficiency but does not remove it. As a result scientific computing has experienced little in the way of hardware performance gains during the last decade. Fortunately, other inexpensive and commodity-priced electronic devices are now available, such as graphics processors (GPUs) and game processors (IBM Cell), that are better suited to large vector data access. Graphics processors (which are now standard on most PCs) became readily programmable in 2005 and easily programmable via a C-like interface (CUDA 2007/OpenCL 2008) in early 2008. When used as a math accelerator for scientific algorithms GPUs result in roughly an order of magnitude better performance than what can be obtained with a multi-core CPU.

The tradeoff involved in using a graphics processor rather than a general purpose CPU is that a GPU is designed for a specific purpose, and not general purpose computing. While the GPU hardware is well suited for scientific computing, it is still necessary to understand the hardware and its limitations if the sought for performance is to be achieved. In short, algorithms...
neither structured for the hardware in order to run well on the GPU. Interestingly, the same was true of the original Cray vector supercomputers that initiated the scientific computing era. In fact, the hardware design and algorithm requirements of the GPU are very similar to those of the early vector supercomputers which also had special purpose dedicated scientific computing processors. In some sense scientific computing algorithms have come full circle in two decades with only the price of the hardware changing (10,000 × less) due to the economies of commodity production.

The algorithmic changes necessary to efficiently use a GPU are best illustrated by example. In this work we will focus on the problem of sequence matching or sequence alignment. The Smith–Waterman algorithm [1] is a dynamic programming solution to finding the optimal alignment of two sequences. Dynamic programming in this context refers to an optimization strategy, not a programming style. While the algorithm has optimality guarantees, it is also somewhat computationally intensive. For two sequences of length $L_1$ and $L_2$ the Smith–Waterman algorithm requires $O(L_1 L_2)$ computational work. In biological applications the length of the test sequence, $L_1$, is often on the order of $10^4$ to $10^5$ and the size of a genomic database, $L_2$, can range from $10^2$ to $10^{10}$. In order to narrow the search space and speed up the search process heuristics are often applied to the classic Smith–Waterman algorithm. BLAST [2] and FASTA [3, 4] are very popular implementations which implement heuristics that are appropriate for DNA and protein sequencing. Heuristic accelerators loose the optimality guarantee but they do result in a roughly 60x speedup in the algorithm. Both BLAST and FASTA have well tested parallel implementations and are installed on many production supercomputers.

This work focuses on the hardware acceleration of the classic Smith–Waterman algorithm (without heuristics). We do this primarily because the heuristics are somewhat specific to the application domain. We have noted that the application domain for sequence matching is growing (beyond bio-informatics) and therefore it makes sense to keep our ideas as general as possible. The techniques developed in the work can still be applied to hardware accelerate BLAST and FASTA or any other Smith–Waterman derivative. In addition, a benchmark (SSCA #1) involving the classic Smith–Waterman algorithm exists.

There are already a number of efficient implementations of the Smith–Waterman algorithm on different CPU architectures [5–10] and GPU architectures [11–16]. The early work of Lia et al. [14] showed a 2–4× speedup over the CPU using a single Nvidia 7800 GTX and demonstrated a maximum of a 241 million cell updates per second (MCUPS). The work of Manavaski and Valle [15] describes an implementation whereby parallelism was achieved by solving a large number of small but separate Smith–Waterman problems. This variation is then trivially parallel and using an Nvidia 8800 GTX, they saw roughly 1850 MCUPS for a single GPU. The work of Akoglu and Striemer [16] describes an implementation whereby parallelism was achieved by solving a large number of small Smith–Waterman derivative. In addition, a benchmark (SSCA #1) involving the classic Smith–Waterman algorithm exists.

There are already a number of efficient implementations of the Smith–Waterman algorithm on different CPU architectures [5–10] and GPU architectures [11–16]. The early work of Lia et al. [14] showed a 2–4× speedup over the CPU using a single Nvidia 7800 GTX and demonstrated a maximum of a 241 million cell updates per second (MCUPS). The work of Manavaski and Valle [15] describes an implementation whereby parallelism was achieved by solving a large number of small but separate Smith–Waterman problems. This variation is then trivially parallel and using an Nvidia 8800 GTX, they saw roughly 1850 MCUPS for a single GPU. The work of Akoglu and Striemer [16] describes an implementation of Smith–Waterman algorithm that is somewhat more efficient. They showed a 7–10× speedup over the CPU using a single Nvidia C870 GPU. Both Manavaski and Valle [15] and Akoglu and Striemer [16] employ algorithms that can only compare relatively small test sequences with the database. Our implementation differs from these prior works in that it is designed to solve a single but very large Smith–Waterman problem. Our implementation also uses multiple GPUs to solve this single problem. In our implementation the length of test sequence is not important and the method can handle very large test sequences and very large databases.

The classic Smith–Waterman algorithm is reviewed in Section 2 of this paper. Both the serial and existing parallel solution approaches are discussed. The problems with implementing the existing parallel approaches on GPU hardware are presented in Section 3 along with a new parallel solution approach that maps well to the GPU hardware. In Section 4 it is then shown how this approach can be fairly easily extended to work on multiple GPUs that communicate via MPI running on 100 Mb Ethernet. Section 5 describes the scalable synthetic compact application #1 (SSCA #1) benchmark and presents timing results for a variety of problem sizes and numbers of GPUs (from 1 to 4). Finally, Section 6 discusses the implication of this new algorithm and draws some conclusions about both the power and limitations of GPU acceleration of scientific algorithms of this type.

2. The Smith–Waterman algorithm

Given two possible sequences, such as those shown below in Fig. 1, sequence alignment strives to find the best matching subsequences from the pair. The best match is defined by the formula

$$
\sum_{i=1}^{L} |S(A(i), B(i))| - W(G_x, G_y)
$$

(a)  
\[
\begin{array}{cccccccc}
A & A & G & G & C & C & C & C \\
A & A & U & G & C & C & A & U \\
+5+5-3+5+3-8-1+5-8+5+3-3-8-1+5 = +4
\end{array}
\]

(b)  
\[
\begin{array}{cccccccc}
A & A & G & G & C & C & U & U \\
A & A & U & G & C & C & C & -G \\
+5+5+3+5+8+5-3+5+3-3-8+5 = +17
\end{array}
\]

Fig. 1. Possible similarity values for two small sequences: The second alignment possibility is the better one (for the SSCA #1 scoring parameters).
where \( W \) is the gap function involving the gap start-penalty \( G_s \) and gap extension-penalty \( G_e \), and the similarity score \( S \), is given by the user or particular application. In realistic biological applications the gap penalties and similarity scores can be quite complex. However, the \( W \) function itself is often quite simple [17]. In this work we use a very simple scoring system in which matching items get a score of 5 and dissimilar items have a score of –3, the gap start-penalty is 8 and gap extension-penalty is 1. This simple scoring system is dictated by SSCA #1, but our code is completely general and makes no use of this particular information. Using the SSCA #1 scoring system, the possible alignment in Fig. 1(a) has a score of 4 whereas the alignment in Fig. 1(b) (with fewer gaps) has a much higher score of 17.

### 2.1. Basic algorithm

The Smith–Waterman algorithm finds the optimal alignment by constructing a solution table such as that shown in Fig. 2. The first data sequence (the database) is usually placed along the top row, and the second sequence (the test sequence) is usually placed in the first column. The table values are called \( H_{ij} \) where \( i \) is the row index and \( j \) is the column index. The algorithm is initiated by placing zeros in the first row and column of the table. The other entries in the table are then set via the equation,

\[
H_{ij} = \begin{cases} 
\max(H_{i-1,j-1} + S_{ij}, 0) \\
\max_{0 \leq k \leq j}(H_{i,k} - (G_s + kG_e)) \\
\max_{0 \leq k \leq i}(H_{j,k} - (G_s + kG_e)) 
\end{cases}
\]

(2)

That is, an entry in the table is the maximum of: the entry diagonally to the left and upwards plus the similarity score for the item in that row and column, the maximum of all the entries above the entry and in that same column minus a gap function, and the maximum of all the entries to the left of the entry and in that same row minus a gap function, and zero. For example, the highlighted (bottom right) entry in Fig. 2 is 4 because that is the maximum of 5 \(- 3 = 2 \) (the upper-left diagonal contribution), –5 (the column contribution, max of \( 0 – 8 – 1 = –9, 5 – 8 – 2 = –5, 0 – 8 – 3 = –11, \ldots \)) and 4 (the row contribution, max of \( 5 – 8 – 1 = –4, 6 – 8 – 2 = –4, 15 – 8 – 3 = 4, 5 – 8 – 4 = –7, \ldots \)).

Note that it is not possible for the table values to be less than zero. In addition, the dependencies of the table values means that the values cannot all be computed in parallel. A value in the table requires all the values to the left and above the value to be computed. Fig. 2, shows the direct dependency of the highlighted table value.

Generating the table values is the computationally intensive part of the Smith–Waterman algorithm. Once these values are obtained the optimal alignment is determined by performing a ‘traceback’. Fig. 3 shows the traceback that would occur from the problem shown in Fig. 2. The traceback begins by finding the maximum value in the table. This is the end of the optimal alignment sequence. The algorithm then works backwards (upwards and to the left) from this ending value and determines where the current value came from (which maximum was chosen). Moving backwards is not always easy to determine and is sometimes performed by saving a pointer value \( P_{ij} \) that is set as the table is created. Moving upwards inserts a gap in the first (database) sequence and moving to the left inserts a gap in the second (test) sequence. When a table value of zero is reached the traceback process terminates, and the optimally aligned subsequence has been found. It is possible for the traceback to be non-unique, in this case it is typical to prefer a sequence with no gaps (move diagonally) if they are similar all things being equal or if that is not possible a sequence with gaps in the data base sequence (move up). This later choice is biologically motivated and actually completely arbitrary.

<table>
<thead>
<tr>
<th></th>
<th>C</th>
<th>A</th>
<th>G</th>
<th>C</th>
<th>C</th>
<th>U</th>
<th>C</th>
<th>G</th>
<th>C</th>
<th>U</th>
<th>A</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>A</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>A</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>U</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>G</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>5</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>5</td>
<td>2</td>
<td>0</td>
<td>5</td>
<td>15</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. Dependency of the values in the Smith–Waterman table.
2.2. Optimizations

If Eq. (2) is naively implemented, then the column maximum and row maximum (second and third items in Eq. (2)) are repetitively calculated for each table entry causing $O(L_1 L_2 (L_1 + L_2))$ computational work. This is alleviated by retaining the previous row and column sums [18], called $F_{i,j}$ and $E_{i,j}$, respectively. This increases the storage required by the algorithm by a factor of 3 but reduces the work significantly. The Smith–Waterman algorithm is now given by,

$$
E_{i,j} = \max(E_{i,j-1}, H_{i-1,j} - G_e) - G_e
$$

$$
F_{i,j} = \max(F_{i-1,j}, H_{i-1,j} - G_e) - G_e
$$

$$
H_{i,j} = \max(H_{i-1,j-1} + S_{i,j}, E_{i,j}, F_{i,j}, 0)
$$

The classic way to parallelize this algorithm is to work along anti-diagonals [19]. Fig. 4 shows an anti-diagonal, and it should be clear from the dependency region shown in Fig. 2 that each diagonal item can be calculated independently of the others. Block diagonal algorithms are also possible as long as each block is processed serially.

3. Parallel scan Smith–Waterman algorithm

The current generation of GPUs (NVIDIA G200 series) requires a minimum of roughly 30 k active threads for 100% occupancy in order to perform efficiently. This means the diagonal algorithm will only perform efficiently on a single GPU if the minimum of the two sequence lengths is at least 30 k. In biological applications test sequence lengths of this size are rare.

---

**Fig. 3.** Similarity matrix and best matching for two small sequences CAGCCUCGCUUAG (top) and AAUGCCAUUGC (left). The best alignment is: GCC-UCGC and GCCAUUGC which adds one gap to the database sequences and which has one dissimilarity (3rd to last unit).

**Fig. 4.** Anti-diagonal method and dependency of the cells.
but this is not the real problem with the diagonal algorithm. The primary issue with the diagonal approach is how it accesses memory. Any hardware which can accelerate scientific computations is necessarily effective because it accelerates memory accesses. On the GPU, memory access is enhanced in hardware by using memory banks and memory streaming. On the GPU this means that it is very efficient to access up to 32 consecutive memory locations, and relatively (5x slower) inefficient to access random memory locations such as those dispersed along the anti-diagonal (and its neighbors).

To circumvent this problem it is shown below how the Smith–Waterman algorithm can be reformulated so that the calculations can be performed in parallel one row (or column) at a time. Row (or column) calculations allow the GPU memory accesses to be consecutive and therefore fast. To create a parallel row-access Smith–Waterman algorithm, the typical algorithm (Eq. (3)) is decomposed into three parts. The first part neglects the influence of the row maximum, $E_{i,j}$, and calculates a temporary variable $H_{i,j}$. This calculation depends only on data in the row above, and each item in the current row can therefore be calculated independently and in parallel. It is then necessary to calculate the row maximums.

$$E_{i,j} = \max_{1 \leq k < j} (H_{i,j} - G_k - G_{k_e})$$

These row maximums are performed on $\tilde{H}_{i,j}$ not $H_{i,j}$, since the later is not yet available anywhere on the row. The key to the reformulated algorithm is noting that these row maximums look dependent and inherently serial, but in fact they can be computed rapidly in parallel using a variation of a parallel maximum scan. Finally we compute the true $H_{i,j}$ values via the simple formula

$$H_{i,j} = \max(\tilde{H}_{i,j}, E_{i,j} - G_{k_e})$$

Appendix A shows that this decomposition is mathematically equivalent to Eq. (3). The storage requirements are the same. Each step of this algorithm is completely parallel, and even more importantly for the GPU, has a contiguous memory access pattern. Fig. 5 shows a graphical representation of the row-access parallel Smith–Waterman algorithm.

### 4. Multiple GPUs

It is possible to trivially use the previous algorithm on up to four GPUs which are installed on a single motherboard using SLI (Nvidia) [20] or ATI CrossFire [21] technology. This involves an additional physical connection between the GPUs. However, for large collections of GPUs operating on different motherboards and communicating via the network, a more complex parallelization and implementation strategy is necessary.

The relatively slow speed of network connections relative to memory speeds means that parallelizing multiple GPUs (more than 4) requires as coarse grained a decomposition of the problem as possible. This is in direct contrast to the fine grained row-parallelism which was utilized in the previous section to efficiently program a single GPU. To use N GPUs, the Smith–Waterman table is decomposed into N large, and slightly overlapping blocks. The idea is shown in Fig. 6.

The overlap size is chosen to be larger than the expected size of the alignment subsequence. This size is not known prior to the calculation but it can often be estimated. In addition, this criterion can be confirmed at the end of the calculation and the calculation restarted with a larger overlap if the test fails. Two separate solutions are present in the overlap region.
solution in the overlap region associated with the left computation block is the correct value (because the Smith–Waterman algorithm propagates from left to right). The solution in the overlap region associated with the right hand computational block starts with zeros in the left most columns and is incorrect. But it can be seen that after the overlap region the table results will be the same as the standard non-blocked algorithm (as long as the overlap is longer than the longest alignment sequence).

This version of the coarse grained parallel implementation was chosen because the SSCA #1 benchmark tends to produce relatively small alignments (much less than 64 units long). In addition, biological application tends to have one relatively short test sequence and an extremely long database sequence. The alignment sequence cannot be larger than an order one constant times the shortest sequence length (the constant depends on the gap and similarity variables). So in most cases the overlap region is very small relative to the total work that needs to be performed. For 4 GPUs with a 64 long overlap region operating on a 1 M long database, the overlap is less than .02% of the total work. The advantage of this overlapped block approach is that each block is completely independent and no communication between the GPUs is necessary to solve the problem, until the very end. Once every GPU finds the optimal sequence in its block of the problem (ignoring any results from the initial overlap region, but including results from the final overlap region) those potential sequences must be reconciled on a single CPU. Our implementation uses MPI over 100 Mb Ethernet for the final reconciliation operation.

It is not too difficult to implement a blocked version of the Smith–Waterman algorithm that does not use any overlap regions. This algorithm has no restrictions on the size of the overlap region, but does involve more communication between the GPUs. When no overlap is present step 4b requires boundary data to be sent from the neighboring GPU. The time for this data transfer can be entirely hidden by sending the data as soon as it is calculated in the previous step 4c. In contrast, step 4b requires the parallel scan on each GPU to be completed between GPUs. This is only one data item from each GPU, but the data transfer cannot be hidden by any other useful work. The parallel scan completion (between GPUs) must take place once for every row in the Smith–Waterman table. The final step of the row-parallel algorithm is trivially parallel and does not require any communication. This more robust, but also more communication intensive approach is not used in SSCA #1 calculations because it is not necessary.

5. Results

Timings were performed on 3 different GPU architectures and a high-end CPU. The Nvidia 9800 GT has 112 cores and its memory bandwidth is 57.6 GB/s. The Nvidia 9800 GTX has 128 cores and its memory bandwidth is 70.4 GB/s. The newer generation Nvidia 295 GTX comes as two GPU cards that share a PCI slot. When we refer to a single 295 GTX we refer to one of these two cards, which has 240 cores and a memory bandwidth of 111.9 GB/s. The CPU is an AMD quad-core Phenom II X4, operating at 3.2 GHz, it has 4 × 512 KB of L2 cache and 6 MB of L3 cache. For the parallel timings a PC that contains 2 Nvidia 295 GTX cards containing a total of 4 GPUs was used. All code was written in C++ with Nvidia’s CUDA language extensions for the GPU, and compiled using Microsoft Visual Studio 2005 (VS 8) under Windows XP Professional x64. The bulk of Nvidia SDK examples use this configuration.

The SSCA#1 benchmark was developed as a part of the high productivity computer systems (HPCS) [22] benchmark suite that was designed to evaluate the true performance capabilities of supercomputers. It consists of 5 kernels that are various permutations of the Smith–Waterman algorithm.

In the first kernel the Smith–Waterman table is computed and the largest table values (200 of them) and their locations in the table are saved. These are the end points of well aligned sequences, but the sequences themselves are not constructed or saved. The sequence construction is performed in kernel 2. Because the traceback step is not performed in kernel 1 only a minimal amount of data in the table needs to be stored at any time. For example, in the row-parallel version, only the data from the previous row needs to be retained. This means that kernel 1 is both memory efficient and has a high degree of fine

![Fig. 7. Time for (a) kernel 1, and (b) kernel 3, for different problem sizes and different processors.](image-url)
scale parallelism. Single processor timings for kernel 1 are shown in Fig. 7(a) for different table sizes and different processors. The table size is the length of database multiplied by the length of the test sequence (which was always 1024 for the kernel 1 tests). For smaller size problems, the overhead associated with saving and keeping 200 best matches becomes a significant burden for the GPUs and their efficiency decreases.

Timings for kernel 3 of the SSCA #1 benchmark are shown in Fig. 7(b). Kernel 3 is similar to kernel 1 in that it is another Smith–Waterman calculation. However in this case the sequences are required to be computed at the same time (in a single pass) as the table evaluation. The table is, of course, too large to store in its entirety as it is calculated, so only 'enough' of the table to perform a traceback is kept. Kernel 3 therefore requires the maximum possible subsequence length to be known beforehand. In SSCA #1 this is possible because the test sequences in kernel 3 are the 100 most interesting subsequences (100 highest scoring sequences) found in kernel 2. In kernel 3, the 100 best matches for each of the 100 test sequences (10,000 matches) must be computed. By assigning groups of threads into a single-instruction, multiple-thread (SIMT) block, a single block is assigned to find 100 best matches for one test sequence. The results of kernel 3 are 100 × 100 subsequences. Kernel 3 therefore has coarse grained parallelism that might be used to make it faster than kernel 1 on general purpose hardware. However, the kernel 3 algorithm requires different threads and different thread blocks to be doing different things at the same time, which is ill-suited to the GPU (essentially SIMT) architecture. The performance of the GPUs for this kernel is therefore roughly the same as one core of a (large cache) CPU.

The speedup of the GPUs over the CPU is shown Fig. 8 for kernel 1 and kernel 3. For a finely parallel (mostly SIMT) algorithm (kernel 1) the latest GPU (295 GTX) is over 45 times faster than a single core of the latest CPU. This performance benefit might be reduced to roughly 10× faster if all four cores of the (Phenom II) CPU were put to use. But the factor of 45x can also be regained (see below) by putting 4 GPUs on the motherboard. Many motherboards now have two (or even four) PCIe 16x slots.

Fig. 8 shows that the performance of the GPU tends to be strongly problem size dependent. Like a vector supercomputer from the 1990s the startup costs are high for processing a vector. On a GPU the highest efficiencies are found when computing 10^9 or more elements at a time. Because the test sequence is 1024 a problem size of 10^9 translates into an entire row of (10^9) database elements being processed during each pass of the algorithm.

This figure also shows that the relative performance of the GPU cards on computationally intensive problems is proportional to their hardware capabilities (number of cores and memory bandwidth) irrespective of whether the algorithm works efficiently on the GPU. It is probably the memory bandwidth that dictates the performance for the memory bound Smith–Waterman problem, but this is difficult to prove since the GPU architectures tend to scale up the number of cores and bandwidth simultaneously. Of course, the constant of proportionality is a strong function of the algorithm structure and the problem size.

The other three kernels in the SSCA #1 benchmark are very fast compared to kernels 1 and 3. In the second kernel, subsequences are constructed from the (kernel 1) 200 endpoint locations. Since the table has not been stored during the first kernel this means small parts of the table need to be recomputed. This reconstruction happens by applying the Smith–Waterman ‘backwards’, since the algorithm works just as well either direction. Starting at the end point location the corresponding row and column are zeroed. The algorithm is now applied moving upwards and to the left (rather than downwards and to the right). When the endpoint value is obtained in the table, this is the starting point of the sequence. The traceback process then occurs by tracing to the right and down. In our GPU implementation groups of 64 threads work on each of these small sub-tables, and the sub-tables are all computed in parallel.

As with the kernel 3 implementation, the traceback procedure is an inherently serial process and difficult to implement well on the GPU. A GPU operates by assigning threads into a SIMT group called a block. In kernel 2 a single block is assigned to compute the small sub-table for each endpoint. 64 threads are assigned to each block (32 is the minimum possible on the GPU), so the sub-table is constructed in 64 × 64 chunks. In SSCA#1, a single 64 × 64 block is almost always sufficient to

![Fig. 8. Speedup for (a) kernel 1, and (b) kernel 3, for different problem sizes and different GPUs.](image-url)
capture the alignment sequence, but it is almost always wasteful as well. The 64 threads assigned to a sub-table use the anti-diagonal method to construct each 64 \times 64 chunk. Timing for this kernel is shown in Fig. 9(a) for different problem sizes and GPUs. The performance is similar to kernel 3 although the times themselves are much smaller. As expected the performance is not a function of the problem size. Kernel 2 always works on 200 sequences. It does not matter how large the table is that they originally came from.

The fourth kernel goes through each set of matches (100 \times 100 best matches) found by the third kernel, and performs a global pairwise alignment for each pair. The output of this kernel is 100 \times 100 global alignment scores. The global alignment of two (same length) subsequences is given by Eq. (5) below.

\[
H_{ij} = \min\begin{cases} 
H_{i-1,j-1} + 0 & A_j = B_i \\
H_{i-1,j-1} + 1 & A_j \neq B_i \\
H_{i-1,j} + 2 \\
H_{i,j-1} + 2 
\end{cases}
\]

The global similarity, dissimilarity and gap penalty (given in Eq. (5)) are dictated by SSCA #1 but could be arbitrary. Global alignment is also performed by creating a table. The global pairwise alignment score of two subsequences is the number in the right bottom corner of table. The table is started with \[H_{0,0} = i, H_{0,j} = j\]. On the GPU, each thread performs a single global pairwise alignment for each pair. Every table construction is completely independent and so this kernel is highly parallel and very fast. Fig. 9(b) shows the timing for this kernel.

The fifth kernel performs multiple sequence alignment on each of the sets of alignments generated by the third kernel, using the simple, approximate center star algorithm [18]. The center sequence is chosen based on maximum score obtained in the fourth kernel. Each block performs single multiple sequence alignment per sets of alignments generated by the third kernel. Timing for this kernel is shown in Fig. 9(c) for different problem sizes. This kernel does not map well to the GPU but is very fast nonetheless. It involves 10,000 independent tasks. Kernel 4 and 5 are scale on the log of the problem size because the sequence lengths get slightly longer as the database gets larger (due to the probability of extreme events increasing).

The parallel performance (for kernels 1 and 3) of using up to four GPUs is shown in Fig. 10. These four GPUs happen to be located on a single motherboard, but the code uses MPI and four separate processes to execute on 4 GPUs so it can also be
applied to four GPUs on four different motherboards which have a network connection. Kernel 1 and Kernel 3 (the core Smith–Waterman algorithm) take by far the most time (and memory), so these are by far the most interesting kernels to parallelize on multiple GPUs. In addition to being fast already, kernels 2, 4 and 5 have an inherent coarse grained parallelism to them that should make them very easy to parallelize if one desired to. Kernel 2 has 200 completely independent tasks, kernel 4 has close to half a million independent tasks, and kernel 5 has ten thousand.

The speed up of multiple GPUs versus a single GPU (for kernels 1 and 3) is shown in Fig. 11. For kernel 1, the speed up is poor for small problem sizes because of the cost associated with maintaining the list of the current best 200 matches is larger than the Smith–Waterman calculation itself.

6. Conclusion

Performance increases of an order of magnitude over a conventional high-end CPU are possible on the Smith–Waterman algorithm when graphics processors are used as the compute engine. Like most scientific algorithms, the Smith–Waterman algorithm is a memory bound computation when the problem sizes become large. The increased performance of the GPUs in this context is due almost entirely due to the GPU’s different memory subsystem. The GPU uses memory banks rather than caches. This fundamental difference in the memory architecture means that these results are not unique to this problem, and superior GPU performance (of roughly an order of magnitude) is to be expected from a great number of scientific computing problems (most of which are memory bound like the Smith–Waterman algorithm).

The particularly high-performance of kernel 1 of the SSCA #1 benchmark was obtained because it was possible to reformulate the Smith–Waterman algorithm to use sequential memory accesses. Since each sequential memory access can be guaranteed to come from a different memory bank they occur simultaneously. The parallel scan was a critical component of this reformulation. The parallel scan operation may currently be under-utilized and might be effectively used in many other scientific algorithms as well. In order to accomplish sequential memory accesses a novel row (or column) parallel version of the Smith–Waterman algorithm was formulated.

Kernel 3 of the SSCA #1 benchmark accomplishes the same task as kernel 1. However, the implementation is restricted and essentially forces a MIMD solution to the problem, with different cores working on different parts of the problem. The GPU does not require a SIMT solution approach, but it does tend to work better with that style algorithm. This is because on the GPU groups of 16 threads do work in a SIMT fashion. MIMD style code can therefore be up to 16 times slower. Not too surprisingly our kernel 3 implementation is roughly 14 times slower than kernel 1.

Similarly, the speedup for the already very fast kernels 2, 4 and 5 was not impressive. The naïve algorithms for these tasks are parallel but also MIMD. Because these kernels execute so quickly already there was little motivation to find SIMT analogs and pursue better GPU performance. Fortunately, every GPU is hosted by a computer with a CPU, so there is no need to use a GPU if the task is not well suited to that hardware. The GPU is a supplement not a substitute for the CPU. This paper is intended to give the reader insight into which types of tasks will do well by being ported to the GPU and which will not.

The issue of programming multiple GPUs is interesting because it requires a completely different type of parallelism to be exploited. A single GPU functions well with massive fine grained (at least 30 k threads) nearly SIMT parallelism. With multiple GPUs which are potentially on different computers connected via MPI and Ethernet cards, very course grained MIMD parallelism is desired. For this reason, all our multi-GPU implementations partition the problem coarsely (into 2 or 4 subsets) for the GPUs, and then use fine grained parallelism within each GPU.

By running our kernel 1 implementation on a variety of Nvidia GPU architectures we have shown that the performance of these devices (on large scientific problems) is strongly correlated with their memory bandwidth (and/or their number of cores). The performance of this new Smith–Waterman algorithm on future GPU architectures can therefore be directly inferred from those future devices memory bandwidth.
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Appendix A. Equivalence of the row-parallel algorithm

The row-parallel algorithm has a mathematical form very close to the original Smith–Waterman algorithm. However, the equivalence of these two forms is not trivial. Using Eqs. (3) and (4c) one can write

\[ H_n = \max(\bar{H}_n, E_n) \]

(A1)

From the definition of \( E_n \) in Eq. (3) this becomes,

\[ H_n = \max \left( \bar{H}_n, \max \begin{cases} H_{n-1} - G_s - G_e \\ H_{n-2} - G_s - 2G_e \\ \vdots \\ H_0 - G_s - (n)G_e \end{cases} \right) \]

(A2)

Expanding \( H_{n-1} \) in a similar fashion gives,

\[ H_{n-1} = \max \left( \bar{H}_{n-1}, \max \begin{cases} H_{n-2} - G_s - G_e \\ H_{n-3} - G_s - 2G_e \\ \vdots \\ H_0 - G_s - (n-1)G_e \end{cases} \right) \]

(A3)

After placing Eq. (A3) into Eq. (A2) we have

\[ H_n = \max \left( \bar{H}_n, \max \begin{cases} (H_{n-1}, H_{n-2} - G_s - G_e, H_{n-3} - G_s - 2G_e, \ldots, H_0 - G_s - (n-1)G_e - G_s - G_e) \\ H_{n-2} - G_s - 2G_e \\ \vdots \\ H_0 - G_s - nG_e \end{cases} \right) \]

(A4)

Comparing the top row items with the column of items, it is clear that all the items in the top row (except the first one) are smaller than those in the column if \( G_s \geq 0 \). So we can write this as,

\[ H_n = \max \left( \bar{H}_n, \max \begin{cases} H_{n-1} - G_s - G_e \\ H_{n-2} - G_s - 2G_e \\ \vdots \\ H_0 - G_s - nG_e \end{cases} \right) \]

(A5)

This process can be repeated. So the next item is,

\[ H_{n-2} = \max \left( \bar{H}_{n-2}, \max \begin{cases} H_{n-3} - G_s - G_e \\ H_{n-4} - G_s - 2G_e \\ \vdots \\ H_0 - G_s - (n-2)G_e \end{cases} \right) \]

(A6)

And inserting this into (A5) gives

\[ H_n = \max \left( \bar{H}_n, \max \begin{cases} H_{n-1} - G_s - G_e \\ (H_{n-2}, H_{n-3} - G_s - G_e, H_{n-4} - G_s - 2G_e, \ldots, H_0 - G_s - (n-2)G_e - G_s - 2G_e) \\ H_{n-3} - G_s - 3G_e \\ \vdots \\ H_0 - G_s - nG_e \end{cases} \right) \]

(A7)
Again the row items are smaller except the first, so

\[
H_n = \text{Max} \left( \begin{array}{l}
H_{n-1} - G_s - G_e \\
H_{n-2} - G_s - 2G_e \\
\vdots \\
H_0 - G_s - nG_e \\
\end{array} \right)
\]

(A8)

After repeating this substitution for all the items, one obtains,

\[
H_n = \text{Max} \left( \begin{array}{l}
H_{n-1} - G_s - G_e \\
H_{n-2} - G_s - 2G_e \\
\vdots \\
H_0 - G_s - nG_e \\
\end{array} \right)
\]

(A9)

And with definition of \( \hat{E} \) (Eq. (4b)), this shows that,

\[
H_n = \text{Max} \left( \hat{H}_n, \hat{E}_n - G_s \right)
\]

(A10)

Which is also Eq. (4c).

---

**Fig. B1.** Up-sweep for modified parallel scan for calculating the \( \hat{E} \) for Smith–Waterman algorithm.

\[
\hat{E}[n-1] = 0
\]

for \( d = \log n - 1 \) to 0

in parallel for \( k = 0 \) to \( n-1 \) by \( 2^{d+1} \)

\[
\hat{E}[k + 2^d - 1] = \text{Max} \left( \hat{E}[k + 2^d - 1], \hat{E}[k + 2^d - 1] + 2^d \times G_s \right)
\]

**Fig. B2.** Down-sweep for modified parallel scan for calculating the \( \hat{E} \) for Smith–Waterman algorithm.

\[
\hat{E}[n-1] = 0
\]

for \( d = \log n - 1 \) to 0

in parallel for \( k = 0 \) to \( n-1 \) by \( 2^{d+1} \)

\[
\text{Temp} = \hat{E}[k + 2^d - 1]
\]

\[
\hat{E}[k + 2^d - 1] = \hat{E}[k + 2^d - 1]
\]

\[
\hat{E}[k + 2^d - 1] = \text{Max} \left( \text{Temp}, \hat{E}[k + 2^d - 1] - 2^d \times G_s \right)
\]
Appendix B. Modified parallel scan

The modified parallel maximum scan algorithm for calculating $E$ in the row-parallel Smith–Waterman Algorithm is described. The implementation basically uses the work-efficient formulation of Blelloch [23] and GPU implementation of Sengupta et al. [24]. This efficient scan needs two steps to scan the array, called up-sweep and down-sweep. The algorithms for these two steps is shown in Figs. B1 and B2, respectively. Each of these two steps requires $\log n$ parallel steps. Since the amount of work becomes half at each step, the overall work is $O(n)$.

Each thread processes two elements and if the number of elements is more than the size of a single block, the array is divided into many blocks and the partial modified scan results are used as an input to the next level of recursive scan. The dark gray cells in Figs. B1 and B2 are the values of $E$ in these cells that are updated in each step. The dash lines in Fig. B2 means the data is copied to that cell.
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