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Abstract—Firewalls enforce a security policy by inspecting packets arriving or departing a network. This is often accomplished by sequentially comparing the policy rules with the header of an arriving packet until the first match is found. This process becomes time consuming as policies become larger and more complex. Therefore determining the appropriate action for arriving packets must be done as quickly as possible.

The process of packet header matching can be improved if more popular rules appear earlier in the policy. Unfortunately, a simple sorting algorithm is not possible since the relative order of certain rules must be maintained in order to preserve the original policy intent. Utilizing directed acyclical graphs (DAGs) to represent firewall policy, this paper will introduce a novel rule sorting technique. The technique is capable of considering sub-graphs of rules (inter-related by precedence constraints) and compare the advantage of placing and merging the rules that comprise them. Experimental results using a variety of policies will show that the proposed algorithm is able to find the optimal order in 98% of the example policies, which is substantially higher than other methods.

Index Terms—Security, network firewall, security policy, rule ordering

I. INTRODUCTION

A firewall forms the first line of defense for a network and enforces a security policy by filtering malicious or unsolicited packets from incoming packet stream [1], [2]. In a list based firewall this is accomplished by sequentially comparing the incoming packet with the rules until the appropriate match is found. Once the matching rule is determined the associated action is performed on the packet [1], [2]. Hence, as the size and complexity of policy increases, incoming packets will have to be compared against a large set of rules and packet inspection will require more work [2], [3]. Moreover, suboptimal placement of rules in the policy can greatly reduce the efficiency of the firewall [3], [4].

Firewall rule re-ordering can reduce the latency experienced by the passing traffic. Unfortunately, finding the best order has been shown to be an $NP$-hard problem [5]. Researchers have developed different heuristics to find better firewall rule orders. For example in [6], a simulated annealing based algorithm for firewall rule reordering was proposed. However, the upper bounds on the computational cost of the algorithm are not discussed and represents a heavyweight solution which may not be suitable for large policy sizes. In [7], Heuristic Optimal Rule Ordering (HORO) algorithm is presented. The HORO algorithm takes as an input the rule list to be optimized and an optimization limit that represents an upper bound on the total weight of the selected rules in the optimization process, these are called the active rules. It sequentially selects rules based on the descending order of weights. Selected rule along with all its dependent rules are sorted and inserted in the sorted list while maintaining the integrity of the policy. In [8], Simple Rule Sorting (SRS) algorithm is introduced, which sorts independent neighboring rules based on the non-increasing probabilities.

In this paper we propose a novel heuristic sorting technique for determining firewall policy rule ordering which reduces the average number of rule comparisons while maintaining the intent of the policy. A key difference between the proposed sorting technique and previous methods is the ability to sort and merge groups of interdependent rules which can occur in actual security policies. In these cases, certain rules must appear before others in order to maintain the original intent of the policy. The performance of the proposed algorithm is compared with the HORO and SRS algorithms using randomly generated policies. The experimental results will indicate that the proposed algorithm can find the optimal rule ordering in 98% of the example cases.

The remainder of this paper is organized as follows. Section II provides with the definition of a firewall rule, firewall policy, and the Directed Acyclical Graph (DAG) model for representing firewall policy. Difficulty of the problem and optimization equation are presented in section III. Section IV presents with a novel heuristic rule sorting technique. The performance of the sorting algorithm described in section IV is investigated experimentally in section V. Finally, section VI summarizes this paper and discusses some areas for future work.

II. FIREWALL POLICY MODEL

Inspecting traffic sent between networks, a firewall provides access control, auditing, and traffic control based on a security policy [1], [2]. This section explains the building blocks of network firewalls. It includes defining firewall policies, network packets, and firewall rules. In addition, this section describes rule intersection which forms the basis for transformation of a
A firewall rule \( r \) is an ordered set of parameters \( r = (r[1], ..., r[k]) \), where \( k > 1 \). For the Internet firewall rules are commonly represented as an ordered set of 5 parameters comprising: protocol, source IP address, source port, destination IP address, destination port [1], [2]. Each parameter \( r[l] \in r \) represents a set of values. In addition to these parameters each rule \( r \) has an associated action as seen in Table I. The rule action is only performed after an incoming packet matches that particular rule.

Every incoming packet has a header and a payload. The header indicates the source and destination of the packet while the payload is the actual data. The header of an incoming packet \( d \) has the same parameters as a firewall rule. However, a firewall rule parameter value can be range or a single value whereas, a packet parameter value can only be a single value. Hence, the set of packet header parameters corresponding to each rule parameter is denoted by \((d[1], ..., d[k])\).

A firewall policy is traditionally an ordered list of \( n \) rules, denoted as \( R = (r_1, r_2, r_3, ..., r_n) \), where \( r_i \) is the \( i^{th} \) rule in the policy. Given this structure many implementations represent the policy as a linked list [1].

<table>
<thead>
<tr>
<th>No.</th>
<th>Source</th>
<th>Destination</th>
<th>Action</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>UDP</td>
<td>190.1.1.2</td>
<td>90</td>
<td>accept</td>
</tr>
<tr>
<td>2</td>
<td>UDP</td>
<td>190.1.1.2</td>
<td>90-94</td>
<td>deny</td>
</tr>
<tr>
<td>3</td>
<td>UDP</td>
<td>190.1.1.2</td>
<td>94</td>
<td>deny</td>
</tr>
<tr>
<td>4</td>
<td>UDP</td>
<td>190.1.1.2</td>
<td>94</td>
<td>accept</td>
</tr>
<tr>
<td>5</td>
<td>UDP</td>
<td>190.1.1.2</td>
<td>94</td>
<td>deny</td>
</tr>
</tbody>
</table>

A firewall policy \( R \) is considered comprehensive if for every possible packet \( d \), a match is found in \( R \). In order to make a security policy comprehensive, often a default rule is added to the end of the policy that matches every incoming packet and performs the deny action on it. Table I represents an example comprehensive security policy, where \( r_5 \) is the default rule.

### B. Packet Matching Process

As described in [8], [9] a match occurs between a rule and a packet if each parameter value in the packet header is a proper subset of the corresponding parameter value in the rule. Let the packet \( d \) and rule \( r_i \) match be denoted as,

\[
d \Rightarrow r_i \quad \text{iff} \quad \forall \ l, \ d[l] \subseteq r_i[l], \ l = 1, ..., k
\]

Given a policy \( R \) and packet \( d \), multiple matches may be possible. The ‘match policy’ describes which of the multiple matching rules will be applied. There are three commonly used matching mechanisms ‘first match’, ‘last match’ and ‘best match’. In Best Match, an incoming packet \( d \) is compared against the entire policy. The rule that matches the closest to the packet header is selected and the action associated with it is performed on the packet. The closeness is measured by the narrowness of the rule’s parameters, or the longest matching prefix [10]. This matching mechanism is used by the routers in routing packets. In Last Match, an incoming packet \( d \) is sequentially compared against each rule \( r_i \in R \), beginning at the first rule in policy, until the end of the policy. In First Match, an incoming packet \( d \) is sequentially compared against each rule \( r_i \in R \), beginning at the first rule in policy, until a match is found \((d \Rightarrow r_i)\). The match operation ends after finding the first rule that matches the packet and the associated rule action is performed on the packet. First match is the most popular method for network firewalls. It is simple to implement, and will be the assumed matching policy for this paper.

### C. Rule Intersection and Policy Model

For first matching policies, an important characteristic of firewall rules is precedence, which is determined by intersection of rules. Two rules \( r_i \) and \( r_j \) intersect with each other if their parameter values have nonempty intersection across all corresponding parameters. Intersection among pair of rules is possible because of the allowance of range representation across different parameters comprising a rule. The rule \( r_i \) and the rule \( r_j \) intersection can be denoted as,

\[
r_i \downarrow r_j \quad \text{iff} \quad \forall \ l, \ r_i[l] \cap r_j[l] \neq \phi, \ l = 1, ..., k
\]

As described in the section II, a firewall policy \( R \) is an ordered list of rules and a packet \( d \) is sequentially compared against the rules in \( R \) beginning at the first rule until a match is found. Although described as a list, a DAG \( G = (R,E) \), can be used to model a firewall policy, where \( R \) is the set of rules in policy and \( E \) represents the set of precedence relationships between rules [8], [9]. An edge exists between rule \( r_i \) and rule \( r_j \), if \( i < j \) and rules intersect. A firewall policy can be transformed into corresponding policy DAG by iterating and comparing a rule with all successor rules using the intersection operator \( \downarrow \) [5].

For policy rules that intersect, exchanging their relative order may change the intent of policy. For example, consider rules \( r_1 \) and \( r_5 \) ( \( r_1 \downarrow r_5 \) ) from the policy given in Table I. If rule \( r_1 \) is swapped with rule \( r_5 \) then, the outcome will be a denial of all incoming packets to this firewall. Hence the swapping of rules introduces an anomaly in the policy. However, if rule \( r_2 \) is interchanged with rule \( r_3 \), the intent of policy is maintained because \( r_2 \not\downarrow r_3 \). Thus certain rules have precedence relationships between them which need to be preserved in any reordering of the rules.

Figure 1(a) represents the DAG corresponding the security policy presented in Table I. There exist an edge between the rules \( r_2 \) and \( r_4 \) because \( r_2 \not\downarrow r_4 \). However, there does not exist an edge between the rules \( r_2 \) and \( r_3 \) because \( r_2 \not\downarrow r_3 \). All linear permutations of the policy DAG seen in Figure 1(a) will maintain the integrity, this is proven in [8], [9].

### III. DIFFICULTY OF RULE ORDERING

Certain firewall rules have a higher probability of matching a packet than others. Hence, it is possible to develop a policy...
profile over time that indicates frequency of rule matches. Let
p = [p_1, p_2, p_3, ..., p_n] be the policy profile, where p_i is the
probability that a packet will match rule r_i. A rule order that
requires the fewest number of rule compares on average is
referred to as the optimal rule order. Optimal rule ordering
can be determined by utilizing the probability associated with
each rule as a comparison criteria for reordering the rules.

It has the ability to sort the rules in R that have
profile over time that indicates frequency of rule matches. Let
where

\[ Z(r_i) = \sum_{k \in G(r_i)} p_k, \]

where \( p_k \) is the probability of rule \( k \). For example \( Z(r_4) = p_1 + p_2 + p_4 = 0.0645 + 0.161 + 0.2587 = 0.4842 \). Also, let
\( W(r_i) \) be the cardinality of set \( G(r_i) \). Hence, \( Z(r_i) / W(r_i) \) is
the average probability of the subgraph \( G(r_i) \).

Let \( S \) be the sorted policy represented by a FIFO Queue
and, initially \( S = \phi \). Let \( Q \) be the list of rules to be sorted and
initially \( Q = R \). Let \( X \) be the vector containing \( Z(r_i) \), for all
\( r_i \in R \). Also, let \( C \) be the vector containing \( W(r_i) \), for all \( r_i \in R \). \( Z(r_i) \) and \( W(r_i) \) for all \( r_i \in R \), can be precomputed in \( O(n^2) \)
and stored in \( X \) and \( C \) respectively. Let \( PROB \) be the vector
containing the probabilities for all \( r_i \in R \), \( DEP \) represent the
dependency matrix for the policy DAG in question.

During each pass, the algorithm selects the rule with the
highest average subgraph probability from the graph of rules
available during that pass (algorithm lines 5 - 9). Recall the
average subgraph probability for any rule is the average of
probability of rules present in its subgraph. The selected rule
is then inserted in the list of sorted rules, \( S \), if it has no
rules dependent on it (algorithm lines 14 - 18). Otherwise,
the algorithm iteratively sorts the subgraph of its dependents
until it finds a rule that has no dependent rules (algorithm lines
20 - 37) and inserts that rule in the list of sorted rules. The
algorithm then updates any data structures (algorithm lines 39
- 45) and repeats the process (return to line 2 of the algorithm)
until all rules have been placed in \( S \).

An important attribute of any firewall rule sorting technique
is the ability to maintain rule integrity. Once the algorithm
has reordered the policy, the new rule order must maintain
the original intent. A proof that the SGM algorithm maintains
integrity follows.

**Theorem 3.1** Given a first match policy, the rule ordering
produced by the SGM algorithm will always maintain the
policy integrity.

**Proof** Assume a policy DAG \( G \) is constructed from security
policy \( R \). Let \( r_i \) be the selected rule. If \( G^*(r_i) = \phi \) then
algorithm SGM can insert rule \( r_i \) in the queue of sorted rules.
Insertion of rule \( r_i \) will not affect integrity since rule \( r_i \) does
not have any rule dependent on it, as indicated by \( G^*(r_i) \). If
\( G^*(r_i) \neq \phi \) then, all \( r_k \in G^*(r_i) \) are sorted until a rule \( r_j \) is not
found for which \( G^*(r_j) = \phi \); therefore, integrity is maintained.

### IV. **Sub-Graph Merging (SGM) Algorithm**

The SGM algorithm is a heuristic firewall policy sorting
technique. It has the ability to sort the rules in \( R \) that have
precedence relationships between them (a subgraph in the
DAG), while maintaining the integrity of the input firewall
policy. The complete SGM algorithm is given in Figure 3,
and as seen in the figure, certain variables and data structures
are required to support its operation. Let \( G(r_i) \) be the set of
rules in the subgraph of rule \( r_i \), including \( r_i \). For example in
Figure 1 \( G(r_1) = \{ r_1, r_2, r_4 \} \). Let \( G^*(r_i) \) be the set of rules in
the subgraph of rule \( r_i \) excluding itself, therefore in Figure 1
\( G^*(r_4) = \{ r_1, r_2 \} \). Now, let \( Z(r_i) \) be the sum of probability
of all the rules in set \( G(r_i) \). Therefore,

\[ Z(r_i) = \sum_{k \in G(r_i)} p_k, \]

where \( p_k \) is the probability of rule \( k \). For example \( Z(r_4) = p_1 + p_2 + p_4 = 0.0645 + 0.161 + 0.2587 = 0.4842 \). Also, let

\[ W(r_i) = \text{cardinality of set } G(r_i), \]

\[ Z(r_i) / W(r_i) \] is
the average probability of the subgraph \( G(r_i) \).

Let \( S \) be the sorted policy represented by a FIFO Queue
and, initially \( S = \phi \). Let \( Q \) be the list of rules to be sorted and
initially \( Q = R \). Let \( X \) be the vector containing \( Z(r_i) \), for all
\( r_i \in R \). Also, let \( C \) be the vector containing \( W(r_i) \), for all \( r_i \in R \). \( Z(r_i) \) and \( W(r_i) \) for all \( r_i \in R \), can be precomputed in \( O(n^2) \)
and stored in \( X \) and \( C \) respectively. Let \( PROB \) be the vector
containing the probabilities for all \( r_i \in R \), \( DEP \) represent the
dependency matrix for the policy DAG in question.

During each pass, the algorithm selects the rule with the
highest average subgraph probability from the graph of rules
available during that pass (algorithm lines 5 - 9). Recall the
average subgraph probability for any rule is the average of
probability of rules present in its subgraph. The selected rule
is then inserted in the list of sorted rules, \( S \), if it has no
rules dependent on it (algorithm lines 14 - 18). Otherwise,
the algorithm iteratively sorts the subgraph of its dependents
until it finds a rule that has no dependent rules (algorithm lines
20 - 37) and inserts that rule in the list of sorted rules. The
algorithm then updates any data structures (algorithm lines 39
- 45) and repeats the process (return to line 2 of the algorithm)
until all rules have been placed in \( S \).

An important attribute of any firewall rule sorting technique
is the ability to maintain rule integrity. Once the algorithm
has reordered the policy, the new rule order must maintain
the original intent. A proof that the SGM algorithm maintains
integrity follows.

**Theorem 3.1** Given a first match policy, the rule ordering
produced by the SGM algorithm will always maintain the
policy integrity.

**Proof** Assume a policy DAG \( G \) is constructed from security
policy \( R \). Let \( r_i \) be the selected rule. If \( G^*(r_i) = \phi \) then
algorithm SGM can insert rule \( r_i \) in the queue of sorted rules.
Insertion of rule \( r_i \) will not affect integrity since rule \( r_i \) does
not have any rule dependent on it, as indicated by \( G^*(r_i) \). If
\( G^*(r_i) \neq \phi \) then, all \( r_k \in G^*(r_i) \) are sorted until a rule \( r_j \) is not
found for which \( G^*(r_j) = \phi \); therefore, integrity is maintained.

### A. Example That Results In Non-Optimal Ordering

Although the objective is to find the optimal rule order-
ing, it is possible that SGM will not. This section provides
such an example. For the DAG in Figure 2, SGM
ordering is \( (r_2, r_1, r_3, r_4, r_5) \) where as the optimal ordering is
\( (r_1, r_4, r_2, r_3, r_5) \). In the first pass inside the outer while loop,
rule \( r_5 \) has the highest average subgraph probability of 0.2.
However, since it has dependent rules, its subgraph excluding
itself is sorted iteratively. Hence, in the first pass inside the
inner while loop, rules \( r_4, r_3, r_2 \) and \( r_1 \) contend for selection.
Rule \( r_3 \) is selected as its average subgraph probability is
highest. Now, since \( r_3 \) has rules \( r_2 \) and \( r_1 \) as dependents, hence
sorting is continued inside the inner while loop. In the next
pass, \( r_2 \) gets selected over \( r_1 \) and since it has no dependents,
is inserted in \( S \). Thus, SGM algorithm selects \( r_2 \) in the first
pass where as optimal ordering has \( r_1 \) in the first place.
SGM algorithm makes a mistake during the pass inside the inner while loop in which rules $r_2$ and $r_1$ contend. Rule $r_2$ has higher average subgraph probability than $r_1$ and hence gets selected. This pushes rule $r_4$ down by at least one place because $r_4$ has $r_1$ as a dependent, which did not get removed in the current pass. However, if $r_3$ is selected ahead of $r_2$ when rules $r_1$ and $r_2$ contend, then it allows rule $r_4$ to get selected in the next pass. As $r_4$ has high probability, its selection in the second pass as compared to SGM algorithm’s fourth pass, results in a smaller average delay.

B. Complexity Analysis

This section describes the worst case time complexity for SGM algorithm presented in Figure 3. The worst case occurs when the policy DAG is completely connected and the average subgraph probability of rules are in increasing order such that $(X[r_i]/C[r_i]) < (X[r_j]/C[r_j])$, where, $i < j$ for $i, j \in [1, n]$. The numbers under and over the braces in Equation 1 correspond to the line numbers presented in Figure 3.

$$\sum_{i=1}^{2-46} \left( \sum_{k=n-i+1}^{1} \frac{1}{c_1} + \sum_{k=n-i+1}^{1} \frac{1}{c_2} + \frac{21.35}{c_3} \right) + \sum_{j=k-1}^{23-33} \frac{1}{c_4} + \sum_{k=1-1}^{40-44} \frac{0}{c_5} \right).$$

$O(n^3)$.

V. EXPERIMENTAL RESULTS AND ANALYSIS

This section compares the performance of the proposed approach with the HORO and SRS algorithms. Recall the HORO algorithm takes as input an optimization limit that represents an upper bound on the total weight of the selected rules in the optimization process. In our implementation of the HORO algorithm the sum of weight of all rules in the policy was used as the optimization limit. Therefore, every rule in the firewall was considered an active rule. Experiments were done using simulation with randomly generated policies. A firewall policy can be characterized by three parameters: the policy size $n$, the number of edges $e$, and the policy profile $p$. For simulations, these three parameters are varied to represent a wide range of policies. For example, policy profiles were selected randomly, where any feasible profile was equally likely. Similarly, for a given number of edges, their placement was randomly selected.

In sections V-A and V-B experiments were performed with small policy sizes. For each run the brute force algorithm was
also executed, which enabled us to identify the cases for which SGM, HORO and SRS algorithms failed to find optimal order. Each failure case will be referred to as a “break”. Given the difficulty of the problem, determining the optimal ordering for large policies is infeasible; hence, in section V-C for each run only the average number of rule comparisons was used to evaluate performance.

### B. Break Case Comparison

In this experiment the overlap of the break cases are investigated to help determine when one algorithm has difficulty finding optimal ordering as compared to others. The edge density was varied between 0% and 100% in the increments of 10%. For each number of edges 100 runs were performed. The number of rules \( n \) was varied in the range from 8 to 11. The graphs in Figure 5 represents the cases for which SGM, HORO and SRS ordering was not the same as the brute force ordering. The \( x \) axis represents the number of rules for the break case; the \( y \) axis represents the edge density for the break case; and the \( z \) axis represents the standard deviation of policy profile probability distribution for each break case. The graphs in Figure 5 enable us to visualize the algorithmic overlap for each break case.

### A. Edge Density Versus Number of Breaks

This experiment compares average number of break cases for SGM, HORO and SRS algorithms, as the number of precedence edges increases. The edge density, which is the percentage of total number of possible edges, was varied between 0% and 100% in the increments of 10%. A 0% edge density indicates that the DAG is completely disconnected while a 100% edge density refers to a completely connected DAG. Also, selected policy profile remains constant throughout the experiment. For each number of edges 100 runs were performed and the number of breaks were recorded. This was repeated for policies with 8, 9, 10, and 11 rules. For each integer \( n \in [8, 11] \), 5 experiments were performed.

The results presented in the graphs in Figure 4 indicate that SGM algorithm performs better than SRS algorithm. This performance increase is because SGM algorithm is capable of sorting interdependent as well as independent rules whereas, SRS algorithm can only sort independent rules. Also, SGM algorithm performs better than the HORO algorithm since during any pass SGM algorithm sorts all the rules in the DAG to select the best rule to be inserted into the sorted queue whereas HORO algorithm sorts and inserts the subgraph of the selected rule. Hence, the SGM algorithm has more possible orderings to select from.

### TABLE II

**EXAMPLE SECURITY POLICY FOR WHICH SGM ORDERING IS NOT OPTIMAL ORDERING.**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>UDP</td>
<td>190.1.*</td>
<td>*</td>
<td>90</td>
<td></td>
<td>accept</td>
<td>0.0585333</td>
</tr>
<tr>
<td>2</td>
<td>UDP</td>
<td>190.1.1.*</td>
<td>*</td>
<td>88</td>
<td></td>
<td>deny</td>
<td>0.0728863</td>
</tr>
<tr>
<td>3</td>
<td>UDP</td>
<td>190.1.1.2</td>
<td>*</td>
<td>88-94</td>
<td></td>
<td>deny</td>
<td>0.156762</td>
</tr>
<tr>
<td>4</td>
<td>UDP</td>
<td>190.1.2.*</td>
<td>*</td>
<td>*</td>
<td></td>
<td>accept</td>
<td>0.123346</td>
</tr>
<tr>
<td>5</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td>deny</td>
<td>0.5884724</td>
</tr>
</tbody>
</table>

Fig. 4. Impact on average number of breaks as percentage edge density increases for different policy sizes.

Fig. 5. Break cases as number of edges, number of rules and standard deviation of policy profile probability distribution are varied per experiment.
In Figure 5 point (a) represents the case in which SGM and SRS algorithms fail to find the optimal ordering whereas HORO algorithm ordering is same as the optimal ordering. Similarly, point (b) represents the case in which SGM and HORO algorithms fail to find the optimal ordering whereas SRS algorithm succeeds to find optimal ordering. Hence, the simulation results indicate that the SGM algorithm, on an average, breaks fewer times as compared to the HORO and SRS algorithm; however, there exists cases for which SGM algorithm can fail but HORO or SRS algorithm can find optimal ordering.

C. Percentage Improvement versus Edge Density

This experiment presents the variation in average number of rule comparisons as the edge density increases. The number of edges $e$ were varied from 0 to $e_{max}$ such that, $e_1 = 0$, $e_2 = n/10$, and $e_x = 3*e_{x-1}$, for $x = 3, ... , y$ such that $e_x \leq e_{max}$.

The number of edges are varied using a geometric function since, the difference between the minimum and the maximum number of possible edges is very large. Also, during each experiment 10 runs were performed at each point in the edge range. This experiment was performed for policy size $n$ equal to 500, 1000, 1500 and 2000. Also, for each policy size experiment was repeated 3 times. The average number of rule comparisons at each point in the edge range per experiment was recorded. During each experiment the hit probability of each rule is selected such that it follows Zipf distribution, which represents a more specific set of policy profiles as compared to the previous experiments. Also, the policy profile remains the same throughout the experiment.

Figure 6 shows the percentage improvement of SGM algorithm’s average number of rule comparisons over HORO and SRS algorithm ordering’s average number of rule comparisons. It is apparent that as the policy size increases the percentage improvement of SGM algorithm increases as compared to HORO and SRS algorithms.

VI. CONCLUSIONS AND FUTURE WORK

Network firewalls can be improved if more popular rules appear earlier in the policy. Unfortunately, a simple sorting method is not possible, since it is proved to be a $NP$-hard problem [5]. This paper presented a novel heuristic sorting technique, called the Sub-Graph Merging (SGM) algorithm, which has the capability of merging different sub-graphs of firewall rules and is statistically better than other approaches. In addition to that, this paper also compares the performance of SRS algorithm with HORO and SRS algorithms, based on the average number of cases where the algorithm is unable to find the optimal ordering and the average number of rule comparisons. Experimental results with small policy size exhibit that the proposed algorithm is able to determine the optimal order in 98% of the example policies, which is substantially higher than other methods. With large policy size, SRS algorithm’s average number of rule comparisons are 8% lower than HORO and 12% lower than SRS algorithms respectively.

While the proposed algorithm has shown great promise, more research is needed to determine how frequently should the policy be sorted using SGM algorithm. Another area of research would investigate the merging and splitting of rules resulting in smaller ruleset and ruleset with independent rules respectively. Finally, there is a need to develop a centralized database with realistic firewall policies which will enable more accurate performance analysis and comparison of different firewall rule re-ordering algorithms.
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