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Abstract  This paper describes an optimised finite state
automata based hardware design for implementing high
speed regular expression matching. Automata based imple-
mentations of regular expression matching can become quite
complex and if table driven can use large amounts of mem-
ory—this can be a problem for hardware based implemen-
tations, as the amount of memory available within standard
Field Programmable Gate Array (FPGA) components can
be quite small as compared with the amount of resources
we expect to find within a software environment. This work
uses an existing ‘packed array’ style of table based automata
implementation, but then adds a form of input compression
to group together characters that are treated identically by the
automata. A hardware design for such a system has been cre-
ated for use within a Xilinx Field Programmable Gate Array
and tested by simulation. The design operates at a fixed scan
rate of 2.0 Gbps independent of the regular expression used
or the input data being scanned. The regular expression rules
are first compiled by software and then loaded into the design
at run time and may be updated dynamically without modi-
fication to the design.

1 Introduction

Network intrusion detection consists of monitoring computer
networks for various forms of attack. This may be on an
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individual computer system (host based) that just monitors
the traffic arriving at that machine or it could be looking at all
of the traffic on a central part of the network (network based)
for attacks that target any networked computer. The network
based intrusion detection systems are more difficult to build
because of the high data rates these may have to deal with,
but are very useful as they are able to be used to help protect
any machine on the local network, even if it is not capable of
running such software itself—such as a networked peripheral
like a printer.

The first line of defence is usually provided by one or more
firewalls; these examine the headers of network packets and
can allow traffic to proceed (or be dropped) on the basis of
the IP addresses, port addresses and other header fields. This
filtering is usually dynamic, and may be updated on the basis
of outgoing TCP connections, for example.

Intrusion detection systems go further than a basic fire-
wall, in that they look inside the contents of the packets as
well as the header fields. This is more complex, as we may
now not have any particular location within the packet to
inspect and we may have to scan the packet’s entire con-
tents for the data items we are looking for. The most well
known intrusion detection system is probably Snort [14]. This
operates by using a set of intrusion detection rules—the first
part will check for packets on the basis of the header fields
and then we may look inside selected packets for various
‘content’ strings.

The content strings are a fixed set of bytes that we will
need to search the packet for; the only variation in the string
that is allowed is that we can chose to ignore the case of letters
if we wish. A problem here is that there may be minor varia-
tions in input data that will cause the string not to match, such
as the addition of a single space character. This could lead
to us needing to look for multiple content strings to match
all possible variants of the input data. To deal with this, the
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Snort system also allows the use of regular expressions to
perform matching. These are useful as we can use a single
regular expression to match multiple variants of the pattern
that we may be looking for. Regular expression matching
can, however, be more complex to implement—particularly
if we need to build a hardware implementation rather than
software. The requirement for needing regular expressions
has increased over the last few years and a large number of
Snort rules now use these for matching, often as well as using
content strings.

A lot of intrusion detection systems are implemented in
software. This can be fine for host based systems (so long
as we don’t choose to have too many rules!), but with net-
work based intrusion detection systems this can be a prob-
lem under high network loads, particularly at central points
within large high speed networks. A solution to this problem
can be to use hardware based intrusion detection systems,
or at least provide some form of hardware support. A lot
of existing hardware based systems have targeted the prob-
lem of fixed string matching as this is less complex. Other
systems have implemented regular expression matching, but
they usually fix the rule set at the time the hardware design is
‘synthesised’.

This paper looks at how we can implement the regular
expression matching part of intrusion detection and describes
how a regular expression matching system can be designed
for implementation within a Field Programmable Gate Array
(FPGA). The method used is to build a table based automata
implementation but to use a form of input compression that
groups together input characters that are treated in the same
way by the automata. The table based approach allows the
system to be dynamically updated at run time to allow for
changes in the regular expressions being matched; the input
compression helps to make significant reductions in the auto-
mata memory requirements.

The next section looks at some of the background and
related work both in the hardware based regular expression
and string matching fields. Section 3 describes the auto-
mata implementation mechanism and introduces the com-
pression scheme. The results section gives details of the
memory requirements for standard Snort regular expressions
and describes a hardware design for a regular expression
matching engine that is targeted at an FPGA. The final sec-
tion gives conclusions and ideas for further work.

2 Background and related work

The most well known software intrusion detection system is
probably Snort [14]. Many improvements have been made to
this over the years, particularly introducing schemes to opti-
mise the order in which we check data. A paper by Kruegel
and Toth [ 12] implements a modified Snort rule engine, which
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uses decision trees to reduce the number of comparisons
made against incoming network data.

Abbes et al. [1] use decision trees along with protocol
analysis; this allows comparisons to be made against partic-
ular fields within packets at different protocol layers, which
reduces the numbers of false positives as compared to a sys-
tem that blindly searches an entire network data packet or
uses simple offset and depths constraints.

2.1 String matching systems

A number of pattern matching systems just allow us to search
for a string. This is important, as matching a string of bytes
is usually easier than matching a complex pattern (or regu-
lar expression) of a similar length, and this has implications
on the number of patterns that may be searched for. One of
the most efficient systems is the use of Bloom filters—these
allow a very large number of strings to be searched for in par-
allel, but do suffer from false positives. Work by Attig and
Lockwood [2] show that Bloom filters can be a very efficient
front end system that will remove the large majority of inno-
cent network traffic—this is then followed by a back end
system that identifies the packets that are actually threats.
This system has the advantage that the back end filtering
system is not presented with a high load so may be imple-
mented as a conventional software based intrusion detection
system.

Baker and Prasanna [3] use a pipelined approach whereby
they use a set of comparators to identify the presence of data
bytes that are of interest. The outputs of the comparators are
each fed into a chain of flip-flops, which form a pipeline.
A string can be identified as being present if all of its bytes
are identified as being present in the correct order in the com-
parator output pipelines. They show that this scheme can be
extended to operate with n-byte input data, by having a set
of comparators and pipelines for each input byte and then
looking for all n byte alignments of the string across these n
sets of pipelines.

Sugawara et al. [16] and Tripp [19] use finite state auto-
mata approaches to string matching. These first compress
multi-byte input data into small tokens that represent a group
of characters and then feed these into finite state automata
that record how much of the string or strings have been
matched.

2.2 Pattern matching

Most true pattern matching systems use a search pattern
that is defined as a regular expression. The regular expres-
sion (RE) allows fixed values and also allows various
amounts of choice and repetition. The basic operations are as
follows:
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— Concatenation: abc means “a” then “b” then “c”.
— Alternatives: abc|def means “abc” or “def™.

— Kleene star: a* means either: “”, “a”, “aa”, “aaa”, “aaaa”
etc.

Brackets can also be used to group parts of expressions
together when required. In practice many other operators are
used, particularly to give ways of defining multiple values
for a single byte and for various numbers of repeats. Snort
uses a regular expression standard called the Per]l Compatible
Regular Expression (PCRE) [9]. A few of the other operators
that will be referred to later are shown below:

— labc] = alb|c.

- [d—gl=dlelflg.

— ["abc] = any character other than a, b or c.

— {x,y} = repeat previous expression a minimum of x and
a maximum of y times; where x and y are integers and
either x or y (but not both) are optional.

To implement a RE matching system as an automata, we
may go through many stages of processing. The first stage
is to convert the RE into a Non-deterministic Finite Auto-
mata (NFA) usually using Thompson’s algorithm [18]. The
normal procedure here is to break the RE down into sin-
gle operations and then to convert each of these into a small
NFA fragment. The pieces of NFA are built up on a stack and
operators applied to the top elements of the stack to collect
pieces and join these together. The NFA is unusual in that it
may have more than one node active at any time, and there
can be multiple edges leaving a node that are enabled on the
same input data item. As well as this we can have e-transi-
tions, which are edges taking us from one node to another,
but which do not consume any input data.

As an example, an NFA representation of the regular
expression “a(b|c)d” is shown in Fig. 1, where node 0 is
the initial node and node 7 is the terminal node that indicates
a match.

2.3 Non deterministic finite automata implementation
The NFA is not that efficient to implement in software, as

the current state of the NFA will be the set of nodes that
are currently active. Processing input data then consists of
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Fig. 1 Example NFA for “a(b|c)d”

looking at each of these nodes to see what edges are enabled
and hence which set of nodes will next be active. Sidhu and
Prasanna [15] have shown that an NFA can be implemented
quite efficiently in hardware—as each node can be imple-
mented as a flip-flop and the edges can be implemented as
comparators, logic and routing resources to link the nodes
together. This mechanism was used by Franklin et al. [7]
to implement the Snort rule set, which was first converted
into a single large RE. Several papers have followed on from
this, making significant improvements in resource utilisation
and performance. This earlier work used a comparator per
NFA edge, and this required routing resources to take the
input data to lots of distributed comparators—there typically
being large numbers of comparisons against the same input
byte values. Clark and Schimmel [5] improved on this sys-
tem by replacing the distributed comparators with a global
8256 decoder that generates 256 logic signals that identifies
the presence or absence of each data byte value on the input.
The appropriate logic values (rather than the data) are then
distributed to the edge logic. Further advances to incorporate
multi-byte matching have been made by Sutton [17] and by
Clark and Schimmel [6].

The approaches above are very efficient in terms of logic
resources, but have the disadvantage of a certain amount of
inflexibility. The NFAs are implemented as interconnected
pieces of logic and flip-flops—changes to the set of REs will
therefore require changes to the logic inside the FPGA. In
the field this would be likely to be made by rebuilding the
logic we need and then performing a partial (or full) recon-
figuration of the FPGA.

2.4 Deterministic finite automata implementation

We can convert our NFA into a Deterministic Finite Auto-
mata (DFA) using a standard set of operations [11] which
are outlined in the remainder of this paragraph. The DFA can
only have one node active at a time, and can only one edge
leaving any particular node on a given input character value.
The DFA also does not have any e-transitions. The DFA is
simpler to implement as its state consists of which single
node is currently active. The DFA can be implemented as a
piece of sequential logic in various ways or can be based on
one or more lookup tables. There are two stages in convert-
ing an NFA into a DFA. The first is referred to as ‘subset
construction’ and consists of creating nodes for the DFA that
each represents a set of nodes that may be active in the NFA;
edges are then added to the DFA to correspond to the tran-
sitions made within the NFA. The resulting DFA may have
large numbers of equivalent nodes, and a ‘DFA minimisa-
tion’ stage is needed to combine these together.

As an example, Fig. 2 shows an example DFA implemen-
tation of the regular expression “a(b|c)d”. This has been
modified to allow matching to restart part way through a
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Fig. 2 Example DFA for “a(b|c)d”

failed match and has been minimised to remove redundant
nodes. The character z is used here to refer to all other char-
acters (if any) other than those covered by the regular expres-
sion. All edges are shown including those leading to the initial
node. A DFA approach to hardware based RE matching was
used by Moscola et al. [13] who converted Spam Assassin
rules into DFAs and then output these in a VHDL finite state
automata format, which would then be synthesised and built
into an FPGA design.

3 Regular expression implementation

Much of the existing work on hardware based regular expres-
sion implementation has converted the RE into a piece of
logic for implementation within an FPGA. A problem with
this approach is that changes to the REs require changes to
the FPGA design. An alternative approach is to use a table
based implementation; with careful design we can build sys-
tems that can be configured at run time by simply writing
new data to the table. However, simple table based imple-
mentations can require quite a lot of memory resources. One
problem is caused by the REs themselves that often cre-
ate automata with more nodes (and edges) than might be
expected; a second problem is that the tables required for
implementing automata can have a high level of redundancy.

A basic table based implementation would require a two
dimensional array (the ‘state transition table’), with the cur-
rent state (representing the currently active node) as one index
and the current input value as the other. We use these to
index into the table to give us a value for the next state and
any output data. There may be redundancy in the table as
we will typically only be interested in a subset of possible
input values in any state, the others probably taking us to
the initial state or the ‘first character matched’ state of the
automata.

Assuming we implement this as a piece of memory, with
each index used as part of the address bus input, then the
amount of memory Min bits for a DFA with s states, i input
bits and o output bits will be as shown in Eq. 1.

M = ([logys] +o) .2 [leeas] (1)
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The simple version based on a two dimensional state
transition table will be referred to as the ‘baseline’ design,
and any new implementation should aim to improve on this.

3.1 Packed array DFA implementation

From the work described by Sugawara et al. [16] we can see
that efficient implementation of DFAs for fixed string match-
ing can be performed by using a hardware based ‘packed
array’ implementation. This uses a technique known as ‘row
displacement’ which is commonly used in compiler lexical
analyzers—a good review of these techniques is given by
Grune et al. in [8]. The particular style used by Sugawara is
referred to as row displacement with state marking, and this
is explained below.

With this type of design we first generate a default array,
which contains the default next state for each input value—
this is typically equivalent to the next state when in state 0. We
then create a difference array which contains the differences
between the state transition table and the default array. We
can use the default array and the difference array together to
find the next state: we first look in the difference array for the
next state; if there is no entry in the difference array then we
use the value from the default array for that input character.
A simple example of a state transition table and its associ-
ated difference and default arrays is shown in Table 1—as
with the example in Sect. 2.4, the character z represents any
characters other than those covered by the RE.

The difference array is typically very sparse and we can
take advantage of this by using a more compact method of
storage. We can treat the difference array as a set of ‘state vec-
tors’ and pack the state vectors together (overlapping) into
a one dimensional ‘packed array’—this is done carefully so
as to avoid any collisions between entries in different state
vectors. This is performed as a search operation; we will try
increasing values of the start position of each state vector
until we find one that does not cause collisions with any of
the existing data. Finding the best way of packing the state
vectors into the table is an NP-complete problem and heuris-
tics are often used as a simple way to find solutions that are
‘sub-optimal’ [8].

The entries in the packed array are tagged with state that
they belong to, with (—1) being used to show that the table

Table 1 State transition table, default and difference arrays for RE
“a(b|c)d”

State transition table Difference array  Default array

Input Input
% zlafblc] d % zla|blc| d zlalblc| d
% 0(0]1|0]0] O %0 0|L|oj0| O
4510122 0 gl 2|2
= 2/0(1|0/j0| 3 =2 3
& 3ofzjolo] o 53
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entry is unused. We can find an entry by first finding the start
of the state vector for the current state and then indexing from
this position with the input value. If the entry we fetch has
the same tag value as the current state, then we have found
a valid entry for that combination of current state and input,
if not then there is no valid entry in the packed array and we
fetch the next state for the input value from the default array.

The indexing system used by Sugawara et al. was a sim-
ple addition operation; this was modified by Tripp [20] who
substituted the ‘add-based’ indexing for a faster bitwise
exclusive or operation.

In practice we also have a base address (BA) entry in each
of the default and packed arrays that act as a look-ahead
operation to define the start address of the state vector for
the next state (NS) value—thus avoiding the need to have a
separate table that stores the BA for each state. A very sim-
ple example is shown in Table 2 for the regular expression
“a(b|c)d”; in practice this particular example has all state
vectors at offset 0. More details of the original implemen-
tation are described by Sugawara et al. in [16]; the bitwise
exclusive or based indexing variation is described by Tripp
in [20]. We would hope that this packed array implementa-
tion would give a reduction in the memory requirements, as
compared with the baseline model. A difference however is
that the automata for REs are often far more complex than
those for fixed string matching.

3.2 Input compression

The fixed string matching algorithms by Sugawara et al. [16]
and Tripp [19] use input compression to reduce the redun-
dancy in the input data from multi-byte input words, so as
to generate a smaller input word size to the finite state auto-
mata. If we build a system for matching regular expressions,
we potentially have a very different type of automata design
to consider. Here we may have multiple characters that take
us from one state to another, we can think of this as being
multiple edges between states—or as an edge that is enabled
on a set of different input values. A problem now is that our
difference array may no longer be sparse, as there may be
many different entries for each current state that take us to
the same next state on different input values. We should be

Table 2 Default and Packed arrays for RE “a(b|c)d”

Default array Packed array
Input Input
z a b ¢ d Z a

NS 0 1 0 O O NS
BA 0 0 O O O BA

—_ o N o
—_ O N0
N O W oA

able to reduce the number of different input values using
compression—however, simple schemes such as compress-
ing each input character of interest into a different value will
often give little or no improvement because expressions such
as “a["a]a” will force all characters into the ‘alphabet’ of
characters we are interested in.

Instead, we compress input characters to the same value
if they are treated in the same way by the automata. This is
more complex than it sounds as there may be different over-
lapping groups of characters that are treated differently by
different parts of the DFA. To be able to compress our input
data, we need to form the smallest set of disjoint sets of input
characters. We then compress the input value by identifying
which set it belongs to.

GivenaDFA M = (S, 1, O, 8, A), where: S is the set of
states, [ is the set of inputs, O is the set of outputs, § is the
state transition function and A is the output function.

We obtain details of the sets of characters enabling edges
of the DFA from the state transition function é. If we receive
input value i in current state s then the next state is given by
8(s, 7).

We define Ej;, as the set of characters enabling the edge or
edges between current state s and next state n. This is shown
in Eq. 2.

Es, ={i € 118(s,i) = n). ()

We then determine the complete set of edge sets P, as shown
in Eq. 3.

P, ={Es,|s,n € S}. 3)

We now have a set P, that gives us the sets of characters
that we are interested in for all DFA edges. These sets may
however have overlaps, which will not enable us to define
an input value as belonging to a single set. We now create a
new set Py, which is a set of disjoint sets of input characters,
and such that each member of P, can be created by either a
single member of P, or the union of two or more members
of Py.

We create the new set P; as shown below, treating P, as
a list that we can modify at will:

Repeat the following sequence whilst | P,| > O:

e Take the head element / from set P,.
e If there is no overlap between £ and any other member of
P,, then move h to P,
Otherwise, we search through P, for the first member
So, such that A N Sy # @, we then:
% Remove & and Sy from P,.
% Addsets: h NSy, h — Syand Sy — h to the end
of P,.
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We only add a new character set to P; when we can see  Table 4 Input compression table
that the set has no overlap with any other set, so at the end Most Least significant 4-bits of input (in hex)
P, will contain a set of disjoint character sets. significant
From P; we can create a simple compression table that 4-bits of
maps any input character into a numeric value k that repre- ~ Put
sents which member of P, the character belongs to. The DFA (in hex)
can then be modified to replace each edge or edges between 0123456789 ABCDETF
a pair of nodes with a new edge that is enabled on the set 0 0000000000000 0 O
of values of k that represents the members of P, that enable 1 00000000000O0LGO0GO0O0O
that edge. 2 0000000000000 00O
3 o0o00O0OO0OO0OO0OO0OO0OO0OO0OTO0OSQO0OO0OTGO0OO0
3.3 Example 4 0 0000000000000 0O
As a very simple example, we have the following regular > 00000000000 000700
expression: 6 000O0OO0OT1121133 3 3 4 4
7 4 4445555600000 00
‘‘gle-m] [j-s][n-wlx"'"’ 8 o0o00O0OO0OO0OO0OO0OO0OO0OO0OTG0OTO0OTO0OTGO0OO0
.. . 9 o0o00O0OO0OO0OO0OO0OO0OO0OO0OTG0OSO0OTO0OTGO0OO0
This gives the sets shown in Eqgs. 4 and 5.
A o0o0O0O0OO0OO0OO0OO0OO0OO0OO0OTG0OTQO0OTO0OTGO0OO0
P, = {{z). (g} le. f. g i, j kI, m}, B 00000000DO0O0ODO0TO OO OO OO0
{jk,l,m,n,o0,p,q,r s} C o0o00O0OO0OO0OO0OO0OO0OO0OOOTO0OSO0OO0OTG OO0
D o0o00O0OO0OO0OO0OOO0OO0OO0OTGO0OSO0OO0OTG OO0
tn 0. pg. 18, b, v, wh ()] @ E 00000000O0O0OOOOO0O0O
Py = {{z}. {e, foh i} {gh {j. k. lom) {n 0. p.q. 1.5}, F 00000000000 000 00
{t,u, v, w}, {x}} %)

The characters contained in each set for this example along
with the set numbers and values of each character (in hexa-
decimal) are shown in Table 3. Using the information in
Table 3, we can generate a 256 element lookup table to per-
form the compression. The table is created by taking each of
the possible characters as an index into the table and storing
its set number at that position in the table. The compression
table for this example is shown in Table 4.

3.4 Memory minimisation
In computer systems we have seen the amount of memory
available rise by several orders of magnitude over the years;

so for software the amount of memory used is not too much of
an issue. What we have are large blocks of heavily pipelined

Table 3 Disjoint set membership and character values

Set Number Set Members: character with (value in hex).

0 z = all characters not listed below

1 e(0x65), f(0x66), h(0x68), 1(0x69)

2 2(0x67)

3 j(0x6A), k(0x6B), 1(0x6C), m(0x6D)

4 n(0x6E), o(0x6F), p(0x70), q(0x71), r(0x72), s(0x73)
5 t(0x74), u(0x75), v(0x76), w(0x77)

6 x(0x78)
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memory that are accessed via one or more levels of processor
cache. With custom hardware designs we often seek to obtain
high throughput by having multiple instances of individual
components that operate in parallel. If these each need access
to memory then this could be provided via normal memory
components, but this can lead to bottlenecks in the interface
to that memory which may not be able to support the total
aggregated bandwidth requirements. There is also an issue
that the hardware component’s performance may be affected
by the latency in obtaining items from memorys; this is even
more of an issue if multiple components were contending for
access to the same block of memory.

FPGAs normally have multiple blocks of internal mem-
ory. These blocks of memory are independent and can be
closely coupled with individual components. Access to the
memory within the FPGA is also very fast, with data typi-
cally being accessible within a single clock cycle. The prob-
lem, however, is that the amount of memory available within
FPGAs is quite small when compared with the amounts we
are used to in computer systems. For example: the Xilinx
Virtex 4 FPGA [21] with the largest amount of memory (the
XC4VFEX140) has a total of 9,936 Kbits in 18 Kbit blocks and
987 Kbits in 16 bit blocks; over two orders of magnitude less
than the memory available in a cheap desktop PC. Memory
minimisation is therefore an important issue when designing
systems targeted at FPGAs, both to maximise the amount
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that can be implemented within a given FPGA and to enable
the smallest (and cheapest) FPGA to be used for a particu-
lar commercial product. The next section shows the effect of
the input compression scheme described in Section 3.1 on
the memory requirements for a ‘packed array’ based regular
expression matching system and describes a VHDL design
targeted at an FPGA.

4 Results

Software was written to take a regular expression and to cre-
ate a minimised DFA, using standard techniques as outlined
in Sects. 2.2 and 2.4 above. The software was then mod-
ified to enable the creation of data for packed array auto-
mata as described in Sect. 3.1, with no input compression.
As test data, regular expressions were extracted from the 22
Nov 2006 ‘CURRENT” version of the Snort community rule
set. These rules were sorted to create a set of 340 unique
regular expressions. From this basic set, 319 were chosen,
which are all of the regular expressions apart from 21 that
used the {x, y} PCRE repeat operator that was not imple-
mented as part of the regular expression processing software.
Each regular expression was processed by the software to
create the required sets of data for use within a finite auto-
mata implementation and the memory requirements noted
in each case. The distribution of memory requirements for
this first set of measurements is shown in Fig. 3b with the
requirements for the baseline design shown in Fig. 3a for
comparison. The graphs in Figs. 3 and 4 have a logarith-
mic x-axis and show the memory requirements in bands of
increasing powers of 2. As an example, the value 8 on the
x-axis refers to all memory sizes m in the range: 4 Kbits <
m < 8 Kbits. The average memory use per RE for the first
experiment is 80% of the memory required for the baseline
version. This is as expected because of the complexity of
some of the REs in the snort rule set; much of the gain of
the packed array approach is offset by the greater imple-
mentation complexity. The software was then modified to

use the input compression scheme described in Sect. 3.2 and
then run again to measure the memory requirements when
the input compression scheme was used. The results for this
are shown in Fig. 4. This time we can see that the large
majority of the REs now have a memory requirement that is
8 Kbit or less. The average memory requirements per RE
is now 17% of the memory needed for the baseline ver-
sion. The average memory requirements data is given in
Table 5.

4.1 Hardware design

An example hardware design was written in VHDL for a sin-
gle regular expression matching engine with a maximum of
255 states and a packed array with a total of 256 words. This is
suitable for implementing a single rule from 95% of the 319
different regular expressions processed. The design is tar-
geted at a Xilinx XC4VLX25 [21] FPGA and is implemented
in a single 18 Kbit Block RAM primitive (out of which
12.5Kbits are actually used)—the two memory ports pro-
vided in the Block RAM primitive allow this to be treated as
two separate blocks of memory, one of which is used for the

Packed DFA with compression
Memory use distribution

200
150 -
(7]
[
o
f=
& 100
(2]
£
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O,
1 2 4 8 16 32 64 128
Memory (Kbit)

Fig. 4 Distribution of memory use per RE for packed array implemen-
tation with input compression

Fig. 3 Distribution of memory (a) Baseline DFA (b) Packed DFA no compression
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Table 5 Average memory use per regular expression

DFA Implementation Average memory Memory used as a
used (bytes) proportion of that

used for the baseline

design (%)
Baseline design. 4,194 100
Packed array with no input 3,343 80
compression
Packed array with input 702 17

compression

packed array and the other of which is used as a single table
that merges together both the input compression table and
the default array. Pipeline registers are used in various places
to provide the correct data alignment or to improve the clock
speed. A boot port is provided to allow the table information
to be written to memory, and this can be used whilst hold-
ing the reset input to the DFA active. There is only a single
match output and this is also generated by these two blocks
of memory as a look-ahead operation. A schematic of the
design is shown in Fig. 5. The VHDL design was tested by
selecting a number of different regular expressions to check
different parts of the hardware and software implementation
and then testing the design via simulation with large amounts
of artificially generated input data to determine that the reg-
ular expression matching operates correctly. The design was
also simulated ‘post place and route’ to check the timing of
the resulting FPGA design. In addition, to look at a real life
example, the design was simulated using a day’s web logs
from a departmental web server as input—a regular expres-
sion being used to identify the number of HTTP GET requests
for one of the author’s technical reports. The simulations per-
formed correctly in all cases.

The resource requirements of the FPGA build are as
follows:
Target device: XC4VLX25-12SF363

— 1 Block RAM component (out of a total of 72).
— 35 logic slices (out of a total of 10,752).

The logic resource utilisation is trivial, and the number of
instances of the design that can be implemented in a sin-
gle chip is limited by the amount of Block RAM resources
available. The largest device (in terms of Block RAM) in the
Xilinx Virtex4 series (XC4VFX140) has a total of 552 Block
RAM primitives. We would expect to be able to use such a
device to provide over 500 regular expression engines run-
ning in parallel, and still leave memory resources for other
operations.

The regular expression matching engine could be created
with a number of different memory sizes if required. If larger
DFAs were used for the remaining 15 REs that wouldn’t fitin
the example implementation then we can calculate that 326
Block RAMs would be required in total for all 319 regular
expressions that were used for these measurements.

The Xilinx tools were used to measure the timing of the
design created, and these report a minimum clock period of
3.969 ns. The system is designed to operate at a deterministic
input rate of one input word per clock cycle. At an input word
size of 8-bits we therefore have a scan rate of 2.0 Gbps—this
is independent of the regular expression used or the input
data being scanned.

4.2 Related work

Work to implement regular expressions using the algorithm
from Sugawara et al. has also been done by Hickman [10].

Fig. 5 Schematic of regular
expression engine Input
implementation—derived from
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Hickman’s work takes a regular expression and creates first
an NFA and then a non minimised DFA, the operation of
which is simulated in Java.

The work described in the current paper goes further than
the work by Hickman, as it: performs minimisation of the
DFA; ituses the idea of using disjoint sets of characters to per-
form input compression; creates a VHDL design for imple-
mentation within an FPGA and tests this via simulation. As
seen in Table 5, the addition of the compression stage make a
major impact on resource utilisation, using 17% of the mem-
ory for the baseline design, as compared with 80% for an
implementation just using the basic packed array automata
implementation.

High speed regular expression matching has also been
done by Brodie et al. [4]. They compress their state tran-
sition table by the use of run length encoding and have a
fast system to decompress this during operation. Their sys-
tem handles multiple bytes per FSM cycle by the use of an
input compression system that creates an Equivalence Class
Identifier (ECI)—this classifies the input data into one of a
number of sets of input data patterns, where each member
of a given set would have the same effect on the FSM. This
has similarities to the multi-byte input classification systems
used by Sugawara et al. [16] and Tripp [19] for fixed string
matching, although the system used by Brodie et al. is more
complex in that it deals with sets of different combinations of
characters rather than the fixed character groups with lead-
ing or trailing wild cards characters that were considered by
Sugawara et al. and by Tripp.

The system by Brodie et al. was implemented as a FPGA
based system with a 32-bit input and operates at 4 Gbps with
a memory use of 96 Kbits per engine. (This compares to
2.0Gbps and a memory use of 18 Kbits per engine in this
current paper.) They calculate that if their system was imple-
mented in an Application Specific Integrated Circuit (ASIC),
then they should be able to achieve speeds of 16 Gbps, with
a 500 MHz clock rate.

5 Conclusion and future works

This regular expression matching system uses a DFA imple-
mentation based on the design by Sugawara et al. [16], but
modifies this to use a different form of input compression
which classifies input data depending on the way in which the
characters enable edges of the automata. This compression
is important, even for a system with a single byte wide input,
because automata forimplementing regular expressions com-
monly have edges that are enabled on multiple characters; as
compared to fixed string matching for a single string where
apart from failure paths there is generally a simple route from
initial to terminal states. A set of regular expressions from
the Snort community rule set have been processed, and the

algorithm has an average memory resource utilisation of 17%
of a simple baseline design as compared with 80% when the
input compression is not used.

This work has produced a VHDL model of a high speed
regular expression matching engine for implementation
within an FPGA. The design has been tested by simulation,
both at the behavioural level and ‘post place and route”. The
design is capable of running at a scan rate of 2.0 Gbps inde-
pendent of the regular expression being scanned for or the
input data that is being scanned.

The current design could be expanded to enable the rule
processing software to handle the {x, y} repeat operator that
is used in PCRE; we would then need to examine the
resources required by the rules that use this operation. It may
be that some rules would require large amounts of resources
for their implementation because of the likely DFA complex-
ity caused by using expressions such as ["\n] {1000, }
which are just searching for long lines of text without line
breaks.

A new challenge will be to look at the effect on resource
utilisation as we increase the input word size. There may be
problems when moving to large word sizes because of the
potential problem of having a very large number of input
symbols to deal with—however it will be interesting to find
out at what point this becomes a problem. Another area to
look at is how the system could be modified to operate with
multiple REs per matching engine. The current system could
be modified quite easily to allow multiple match outputs from
each regular expression engine and it would be interesting to
see what density of REs we could obtain per engine, possibly
with careful grouping of REs.
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