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Abstract—Ethernet has been used for connecting hosts in PC clusters, besides its use in local area networks. Although a layer-2
Ethernet topology is limited to a tree structure because of the need to avoid broadcast storms and deadlocks of frames, various
deadlock-free routing algorithms on topologies that include loops suitable for parallel processing can be employed by the application of
IEEE 802.1Q VLAN technology. However, the MPI communication libraries used in current PC clusters do not always support tagged
VLAN technology; therefore, at present, the design of VLAN-based Ethernet cannot be applied to such PC clusters. In this study, we
propose a switch-tagged routing methodology in order to implement various deadlock-free routing algorithms on such PC clusters by
using at most the same number of VLANSs as the degree of a switch. Since the MPI communication libraries do not need to perform
VLAN operations, the proposed methodology has advantages in both simple host configuration and high portability. In addition, when it
is used with on/off and multispeed link regulation, the power consumption of Ethernet switches can be reduced. Evaluation results
using NAS parallel benchmarks showed that the performance of the topologies that include loops using the proposed methodology was
comparable to that of an ideal one-switch (full crossbar) network, and the torus topology in particular had up to a 27 percent
performance improvement compared with a tree topology with link aggregation.

Index Terms—Ethernet, routing, deadlock avoidance, interconnection networks, PC clusters.

1 INTRODUCTION

ETHERNET has been used for interconnection networks of
various PC clusters because of its high-performance per
cost. Unlike the early Beowulf clusters, recent PC clusters
with Ethernet employ system software [1] that supports low-
latency zero- or one-copy communication used in system
area networks (SANSs) [2], [3], [4]. High-throughput (non-
blocking) commercial Ethernet switches are now available,
and the link bandwidth of Ethernet has rapidly increased, as
evidenced by the standardizations of 10-gigabit Ethernet
(10 GbE). As of November 2008, GbEs were employed as
interconnects on 56 percent of the TOP500 supercomputers
[5]. When developing a PC cluster using Ethernet, there are
two ways of constructing an intracluster Ethernet: one is to
use a switch with several hundreds or more ports, and the
other is to connect a number of switches, each having dozens
of ports. Since large-scale switches with many ports are
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expensive, the latter way is preferable to make the best use of
cost effectiveness of Ethernet.

Unlike clusters employing SANs, most current PC
clusters using Ethernet have employed simple tree-based
topologies. This is mainly because topologies that include
loops are not allowed in order to avoid broadcast storms
which circulate packets forever in layer-2 Ethernet.

There are studies on using IEEE 802.1Q tagged virtual
LAN (VLAN) technology for setting up multiple paths
between a pair of switches on topologies that include loops,
such as mesh [6], [7]. The existing VLAN-based routing
method, however, cannot be easily applied to most of current
PC clusters with Ethernet, because the message passing
interface (MPI) communication libraries used in such PC
clusters usually do not support tagged VLAN technology.
Consequently, not much work exists on evaluating deadlock-
free routing algorithms in Ethernet, or their impact on real
PC clusters with many Ethernet switches.

The required number of VLANs has been shown to be
proportional to the number of switches in typical topologies
such as mesh [8]. Although the IEEE 802.1Q VLAN tag field
can identify 4,094 (22 — 2) VLANs, commercial cost-effec-
tive Ethernet switches support only a limited number of
VLAN:Ss; this seems to be a limiting factor on implementation
and extension of PC clusters.

In this study, we propose a switch-tagged routing
methodology for PC clusters whose MPI communication
libraries do not need to use tagged VLAN technology.
Various deadlock-free routing algorithms can be employed
by using at most the same number of VLANS as the degree
of a switch; hence, the above limiting factor to building cost-
effective PC clusters with many switches can be relaxed.

The proposed methodology has both high portability
and a simple host configuration that does not modify the
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MPI communication libraries. It simply configures a switch
as follows: it disables the spanning-tree protocol (STP),
allocates the VLAN sets, and optionally registers static
MAC addresses of hosts for the routing. The proposed
methodology can thus be applied to various current PC
clusters with Ethernet.

In addition, the proposed methodology together with on/
off and multispeed link regulation can reduce the power
consumption of Ethernet switches with almost no perfor-
mance degradation. To save power, it deactivates or slows
down links that send and receive fewer frames. The available
network resources (switch and links) vary depending on
whether the port is selected to be shut down or not. The
proposed methodology immediately stabilizes the MAC-
address tables of the updated paths on various topologies.

The rest of this paper is organized as follows: In Section 2,
we introduce related work. In Section 3, we propose and
illustrate the switch-tagged routing methodology. In Sec-
tions 4 and 5, we evaluate the proposed methodology and
discuss its performance factors. Our conclusions are in
Section 6.

2 RELATED WORK

Ethernet has employed a tree topology in order to avoid
broadcast storms that circulate broadcast frames or un-
known-destination frames forever, and deadlocks of frames
that occur when the IEEE 802.3x link-level flow control is
enabled [9].

High-performance deterministic routing algorithms that
break cyclic channel dependencies have been studied for
lossless interconnection networks that can include Ethernet
with the IEEE 802.3x flow control [9], [10], [11], [12], and
some of them can be implemented on Ethernet by statically
registering MAC addresses of hosts without VLAN tech-
nology. However, it is difficult to stabilize the management
of frames with such a configured Ethernet when a broadcast
storm occurs.

Transparent bridges were proposed as a way of
allowing loops [13], and their protocol improves network
performance. A bridge protocol attempts to find alternate
paths called spanning tree alternate routing (STAR)[14],
although our methodology can be applied to existing cheap
Ethernet switches.

Routing implementation techniques using VLAN tech-
nology for topologies that include loops have been devel-
oped [6], [7]. The VLAN technology was not intended for
increasing network throughput, but for partitioning hosts
into multiple groups, and it has been used in intranets and
in the Internet backbone for the QoS control [15]. Multiple
paths between hosts can be obtained by using VLANSs as
follows: multiple VLANS, each having a different tree of the
physical network, are assigned to a physical network with
loops. Each host is configured as a member of each VLAN,
i.e., it has a virtual network interface to a VLAN. In this
way, all pairs of hosts can communicate with each other via
any VLAN tree topology, and there are multiple paths that
consist of different link sets between each pair of hosts.

Since each path is assigned to a single VLAN, each
source host selects a path by specifying a virtual interface
that corresponds to the appropriate VLAN. Each tagged

frame is transferred by the usual layer-2 Ethernet mechan-
ism within its VLAN topology. Although each VLAN
topology is logically a tree, the physical topologies of layer-
2 Ethernet are free from tree structures.

We proposed VLAN topology sets and path assignment
methods in a k-ary n-cube mesh and torus for estimating the
required number of VLANs for the above VLAN-based
routing implementation [8]. It requires &*' and Z-+1
VLANs on a k-ary n-cube mesh to provide balanced
minimal paths and partially balanced ones, respectively.
Similarly, 2k and k" +2 VLANS are needed on a k-ary n-
cube torus. A path optimization to the target application was
analyzed and evaluated in VLAN Ethernet [16]. The existing
VLAN-based routing implementation often requires a
complicated VLAN configuration at each host, involving
setting virtual network interfaces in correspondence with
the VLAN ID, or managing multiple IP addresses on the
virtual interfaces at a single host when using TCP/IP. Most
Ethernet switches support IEEE 802.1D STP or 802.1D-2004
Rapid STP (RSTP) to prevent loops in a network. STP and
RSTP are not aware of VLANs. When these protocols are
enabled, all links out of a spanning tree are automatically
disabled. Therefore, STP and RSTP must be disabled when a
topology that includes loops is used. The 802.1Q-2003
Multiple STP (MSTP) and Cisco Systems’ Per VLAN
Spanning Tree (PVST) are STPs which support VLANSs.
They are quite useful for the VLAN-based routing imple-
mentation; however, there are currently only a few cost-
effective Ethernet switches that support these protocols.

3 SwITCH-TAGGED ROUTING METHODOLOGY

Here, we present our proposed switch-tagged routing
methodology in order to implement various deadlock-free
routing algorithms on topologies that include loops. There
are two switch-tagged strategies (fixed and renamed VLAN
assignments) that enable different path sets to be imple-
mented using a small number of VLANS.

First, we explain the VLAN tagging operation at a switch.
Second, we describe the switch-tagged routing methodol-
ogy. Third, we focus on the methodology’s properties.

3.1 Frame Tagging at Switch

A switch behavior of the VLAN tagging operation is as
follows: when an untagged frame enters a port, it is tagged
with a default VLAN ID tag number (port VLAN ID, PVID).
Frames leaving the switch are either tagged or untagged
depending on the port’s VLAN configuration. If the port is
a “tagged” member of a VLAN, the output frame is tagged
with the respective VLAN ID. If the port is an “untagged”
member of a VLAN, the output frame is left untagged. The
VLAN untagged operation is originally intended to connect
older equipment that does not support tagged VLAN.

3.2 VLAN Assignment

There are three functions for representing routing algo-
rithms [17]. The simplest routing relation is based on the
N(source) x N(destination) — P routing relation (all-at-
once) [17], where N is the node set and P the path set.
The other routing functions are the N x N — C routing
relation, which only takes into account the current and
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Fig. 1. The DOR fixed VLAN assignment in 4 x 4 2D mesh. (a) PVID. (b) VLAN set.

destination nodes [17], and the C' x N — C routing relation,
where C is the channel set.

3.2.1 Fixed VLAN Assignment

A path set expressed by the N x N — P routing relation
where all paths from a host are contained by a single tree
can be implemented in fixed VLAN assignment for an n-
switch network as follows:

e Step 1: Let ¢; be the tree topology that contains all
paths from switch i. Let v; be the VLAN that
corresponds to t;, and it is initialized to null. Let ¢
be zero.

e Step 2: If an existing VLAN v includes ¢;, let v; := v;
otherwise, create a new VLAN that includes ¢; and
let v; be the new VLAN.

e Step 3: Set the PVID of the ports of switch ¢, that
connect to hosts, to v;.

e Step 4: Add each port for connecting a switch in ¢; to
v;, and make this port “tagged” members of v;.

o Step5:Ifi<n—1,leti:=i+1and go to step 2.

e Step 6: Register each port connected to a host in all
VLANS as an “untagged” member.

The complexity of fixed VLAN algorithm is O(vn?),

where v is the number of VLANS.

Fixed VLAN assignment forwards a frame according to
the above procedure as follows: a source host transmits a
normal (untagged) frame in the usual way by specifying the
IP address or MAC address of a destination host. When an
untagged frame from a host enters a port of a switch, it is
tagged with the PVID of the port and is regarded as a frame
which belongs to the VLAN. Finally, the frame is untagged
when it leaves a port connected to the destination host,
because such a port is an “untagged” member of the VLAN.
The destination host thus receives the usual untagged frame.

Fig. 1 shows the example of fixed VLAN assignment for
the dimension-order routing (DOR) shown in [8]. The DOR
is popular and goes by several names, e.g.,, XY (for 2D
mesh) or e-cube (for hypercube). It routes frames by
crossing dimensions in strictly increasing order, reducing
to zero the offset in one dimension before routing in the

next one [18]. The figure uses four VLANSs in order to
express the paths of the DOR.

3.2.2 Renamed VLAN Assignment

Renamed VLAN assignment can implement a path set
expressed by the C x N~ C routing relation. Only
untagged frames arrive at input ports in a switch, and they
are transferred using their PVID. Each switch that has p
ports is configured according to the following procedure:

e Step 1: Let the PVID of port i be VLAN v;, and
register the port in v; as an “untagged” member. Let
i be zero.

e Step 2: Register each output port to which frames
from the input port i can be routed in v; as an
“untagged” member in order to implement paths.

e Step3:Ifi<p—1,leti:=i+1 and go to step 2.

e Step 4: Combine two or more VLANs whose
member ports are the same into a single VLAN in
order to remove the duplication.

Fig. 2a shows an example of renamed VLAN assignment
onafattree thatuses only two VLANs. Hosts 1,2,5,6,9,10,13,
and 14 send frames to hosts on different switches via switch
55, while the other hosts send them via switch s6. Fig. 2b is an
example of the above procedure in the fat tree. In step 2, in the
case of switch s1 in Fig. 2b, since paths from hosts 1 and 2 go
through the port to s5, the port to s5 belongs to VLANSs v2 and
v3 in addition to belonging to v0.

The complexity of renamed VLAN algorithm is O(Dn?),
where n is the number of switches and D the network
diameter.

Table 1 compares fixed and renamed VLAN assignments.
The number of used VLANSs is taken from Theorem 2 (see
the next section).

3.3 MAC Address Management

A problem caused by the proposed methodology is the
MAC-address management at switches. Ethernet switches
usually learn unknown MAC addresses when they receive
frames. When a path from host A to B and one from B to A
use different VLANS, the intermediate switches of both
paths cannot learn the destination MAC address. This is
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Fig. 2. Renamed VLAN assignment of fat tree. (a) Paths in fat tree. (b) Renamed VLAN assignment of switch s1.

because the MAC address self-learning procedure is
independently performed on each VLAN.

This problem can be resolved through static MAC
address registration. In recent commercial Ethernet
switches, such as Dell PowerConnect 5324, operators can
statically register pairs of MAC addresses, VLAN IDs, and
output port numbers.

However, static registration cannot use the convenient
switch function of address self-learning. To make the best
use of the MAC-address self-learning mechanism, we
propose the following learning procedure in the case of
fixed VLAN assignment; it mitigates the effort required for
switch management.

e Step 1: For each VLAN, make a corresponding
virtual interface on each host. In the example of the
mesh shown in Fig. 1, each host has virtual interfaces
for VLANSs #10, 11, 12, and 13. In Linux operating
systems, virtual interfaces can be made by using the
“vconfig” command.

e Step 2: Give an IP address to each virtual interface at
all hosts so that the interface has a unique network
address that belongs to a different segment on the
physical interface.

e Step 3: At each host, broadcast an ICMP or UDP
message from each virtual interface so that switches
learn the MAC address of the host in each VLAN.

In step 2, the IP address is only used for the MAC

address registration at each switch.

The easiest implementation of step 3 is to use the “ping

(ICMP echo request)” command. The learning procedure
should be retaken before the switch aging time expires.

TABLE 1
Comparison of Fixed and Renamed VLAN Assignments in
n-Switch Networks (Each Switch has p Ports)

Fixed assignment

Renamed assignment

Routing relation
Number of VLANs
(worst case)

part of N X N +— P
n

CXN—C
p

Fortunately, certain commodity Ethernet switches can set
the aging time to infinity.

3.4 Breaking Cyclic Channel Dependencies

A VLAN topology is a tree, and broadcast or multicast is
independently completed within each VLAN in the case of
fixed VLAN assignment. Multicast thus causes no broadcast
storms. However, in renamed VLAN assignment, each
intermediate switch changes the VLAN ID of a frame. This
introduces the possibility of broadcast storms among
different VLANs when a switch receives frames whose
destination MAC addresses are unknown, or when a broad-
cast occurs.

In addition, a combination of VLANSs could cause dead-
locks, because VLANSs have to share network resources, such
as channel buffers. Frames are simply discarded when the
buffers of a switch, which does not use the IEEE 802.3x link-
level flow control, become filled. An upper layer end-to-end
protocol such as TCP usually retransmits the discarded
frames; deadlocks do not occur, although the network
throughput would decrease. However, when the link-level
flow control is enabled for increasing throughput, Ethernet
works as a lossless network in which few frames are
discarded. In this case, deadlocks could occur in the
proposed VLAN routing.

Deadlock-free routing algorithms that break cyclic
channel dependencies are used to avoid broadcast storms,
deadlocks, and performance degradation, and they have
been studied for lossless networks [9], [10], [11], [12].

Theorem 1. A renamed VLAN assignment with a deadlock-free
routing algorithm does not cause broadcast storms.

Proof. Deterministic deadlock-free routing algorithms break
cyclic channel dependency, and the channel dependency
is implemented by the combination of VLANSs. Thus,
when a broadcast occurs, frames never arrive at a port of
a switch they have already visited. O

3.5 Number of VLANSs

Although the IEEE 802.1Q VLAN tag field can identify
4,094 (2!2 — 2) VLANSs, commercial cost-effective Ethernet
switches support only a limited number of VLANS. Let us
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calculate the maximum number of VLANs required for the
proposed methodology.

Theorem 2. Fixed and renamed VLAN assignments require at
most n and p VLANS, respectively, where n is the number of
switches and p the switch degree.

Proof. In the case of fixed VLAN assignment, all paths from
a host belong to a VLAN and all paths from hosts
connected to a single switch use the same VLAN. Since
all switches would have at least a host, fixed VLAN
assignment requires at most n VLANSs.

Renamed VLAN assignment locally uses the same
number of VLANSs as the number of PVIDs at a switch,
and the number of PVIDs is at most p. Renamed VLAN
assignment thus uses at most p VLANS. O

The required number of VLANS is indeed small if we can
make the best use of the regularity of the topology (see
Section 4.1).

3.6 On/Off and Multispeed Link Regulation for
Saving Power

Links of off-chip interconnection networks consume a lot of
power even if no data are transferred, and their power
consumption is almost constant regardless of the traffic
injection rates. For example, IBM InfiniBand 12X LPE TX
consumes a nominal power of 0.26 W and a worst-case
power of 0.3 W, while its RX takes up nominal a 0.17 W and
a worst-case 0.2 W [19]. We measured the power consump-
tion of GbE switches using System Artware, a watthour
meter (SHW3A), and it can capture the power consumption
at intervals of a second, and its minimum unit is 0.1 W. In
our measurement environment, we cannot detect the
variation in the power consumption of Ethernet switches
depending on the utilization from a 0-Mbps transfer to a
957-Mbps UDP transfer. The power consumption can be
regarded as constant values regardless of link utilization in
the following section for simply estimating the power
consumption of systems.

The power consumption of links can be reduced by using
the port-shutdown operation available in most commercial
Ethernet switches. Their operation was not originally
intended to reduce power consumption; it is normally used
to block the injection of unexpected frames from neighbor-
ing switches. In addition to port-shutdown, power con-
sumption is also reduced when the link-speed operation
reduces the link speed to 100 or 10 Mbps.

Here, we propose to use the port-shutdown and link-
speed operation for reducing the power consumed by
switches.

Table 2 lists their results, and the power consumption of
each switch except ports is constant regardless of the number
of activated links. We measured the power consumption of
switches when links had been physically removed from a
switch, and the values are the same as in Table 2. Thus, the
port-shutdown operation completely reduces the power of
the port, even if a physical link is connected to the port in
switches we measured. Although additional power could be
needed for the operation to deactivate or activate links, it did
not capture the behavior the power increases just after links
turn off or on in all switches we measured.

In the table, the “GbE/port” column refers to the power
consumption of a single port whose speed is full (1 Gbps),

TABLE 2
Power Consumption of GbE Switches (W)
GbE/ | 100M/ | 10M/ | All except || Max (port
port port port ports ratio)
PC5324 | 1.2 0.9 0.5 15.0 42.9 (65%)
PC6224 | 2.0 0.9 0.8 425 91.1 (53%)
PC6248 | 2.1 1.3 1.1 56.8 155.2(63%)
SF-420 1.0 0.2 0.0 32.6 55.4 (41%)

while the “100 M/port” column refers to that when the
speed is set to 100 Mbps. The “All except ports” is
the power consumption of switches when all the ports are
shutdown, and “Max (port ratio)” is the power consump-
tion when all ports are activated with 1 Gbps. “PC5324,”
“PC6224,” and “PC6248” stand for Dell PowerConnect 5324,
6224, and 6248 nonblocking switches, respectively, while
“SF-420" is Planex Communications SF-0420G. In the case of
the SF-0420G, the power of the port is reduced when the
opposite port of the link is also shutdown. The PC6224 and
PC6248 switches are layer-3 switches, and they provide a
larger number of services in comparison with layer-2
switches. Thus, we consider that they consume more power
than the PC5324 and SF-0420G switches do.

To monitor and manage ports of switches, most of
Ethernet switches support the standard management infor-
mation base (MIB). The standard MIB gives IP, UDP, and TCP
traffic information, including the number of input and output
frames, and the total amount at each port. A host can obtain
them via the simple network management protocol (SNMP).

In addition, there is a large amount of monitoring and
sampling software available for Ethernet, such as IPTraf
[20], and such software can be used for traffic prediction.
Thus, we can use on/off and multispeed link regulation to
adjust the number of activated links so that the traffic load
of every channel is uniform.

Ethernet has a unique MAC address management feature
for switches that suits a tree topology. The feature makes it
difficult to implement on/off link regulation algorithms on
various topologies. To make on/off and multispeed-link
interconnection techniques to Ethernet, the proposed meth-
odology stabilizes the path update as follows:

1. Link Status: On to Off: The following procedure for a
path reconfiguration deactivates a target link.

Step 1: Use an existing routing algorithm to calculate the
path set so that it avoids the target link.

Step 2: Implement the path set in step 1 using a procedure
in Section 3.2.

Step 3: Deactivate the target link.

2. Link Status: Off to On: The following procedure
reactivates a target deactivated link.

Step 1: Activate the target link.

Step 2: Use an existing routing algorithm to calculate the
path set so that it uses the target link.

Step 3: Implement the path set in step 2 using a procedure
in Section 3.2.
The delay of the link wake-up and negotiation tends to
be several seconds (see Table 6). However, the path
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modification overhead of updating the PVID of the port is
almost zero. Thus, the above procedures minimize the
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TABLE 3
Number of VLANs

communication interruption.

3.

Changing the Link Speed: Besides using the on/off

link regulation, slowing down the links further
reduces the power consumption of switches.
The following procedure changes the speed of

the target link.

Step 1: Use an existing routing algorithm to calculate the
path set so that it avoids the target link.

Step 2: Implement the path set in step 1 using a procedure
in Section 3.2.

Step 3: Change the speed of the target link.

Step 4: Use an existing routing algorithm to calculate the
path set so that it uses the target link.

Step 5: Implement the path set in step 4 using a procedure

in Section 3.2.
Step 2 employs temporal paths during changing the link

speed in order to minimize the communication interruption.
3.7 Limitations of Existing Commodity Switches

1. Applicable Commercial Switches: Commodity GbE
switches cost from under 100 dollars to 10,000
dollars. The cheapest switches do not support VLAN
technology, or few functions of VLANSs, and hence,
they cannot employ our methodology. The proposed
methodology can be applied to commercial switches
that support the operations of the IEEE 802.1Q
standard described in Section 3.1.

2. Upper Limit on Number of Hosts: The number of
hosts is limited to size of the MAC address table in
Ethernet switches. Each entry of an MAC address
table consists of the destination MAC address,
VLAN ID, and port. The maximum number of hosts
H is thus estimated as follows:

H:‘_/7 (1)

VLAN #100 VLAN #101

O O
Q Q Q Q

VLAN #102 VLAN #103

(@)

Fixed VLAN | Renamed VLAN

assignment assignment

Fat tree (u,d,r) u” u

Mesh (k-ary n-cube) k-l n

Mesh (k-ary n-cube, (k+1)kn—2 n
1-link deactivation)

Torus (k-ary n-cube) 2kn—1 3n

Torus (k-ary n-cube, | 2(k -+ 1)k" 2 3n
1-link deactivation)

where T' is the number of table entries at a switch
and V the number of used VLANSs. T is usually
around 10,000 (8% or 12k) in cost-effective commod-
ity switches, such as Dell PowerConnect 5324. Since
V' depends on the VLAN assignment (fixed or
renamed), the upper limit on the number of hosts
is strongly affected by the VLAN assignment. The
details about the required number of VLANSs are
shown in Section 4.1.

4 FuUNDAMENTAL EVALUATION

Here, we show the fundamental evaluation results using a
PC-cluster testbed and discuss the performance factors of
the switch-tagged routing methodology.

First, we show the number of VLANSs in typical regular
topologies and the overhead of VLAN operations at a
switch. Second, we show the performance factors.

4.1 Number of VLANs

Table 3 shows the required number of VLANSs in typical
topologies. We assume that DOR is used, and two links
between switches are used for breaking cycles in the torus.

As shown in Fig. 3a, fixed assignment requires «” VLANs
on a fat tree (u,d,r) whose switch has u upper links and d
lower links, and the number of its layers is r. Fig. 3b shows
that renamed assignment uses © VLANS.

In the case of fixed VLAN assignment on a mesh and
torus, we use the assignments based on the method [8], [21].
As listed in Table 3, topological and routing regularity
reduces the required number of VLANSs especially in the

1 Upper Layer

snbagesi ’#10/ snieged 111 Z///{/{{///////é
PVID|#10 PVII|) #11, : %{/;%%////%%? Z
’ LA |7

untajged #lo’nuntagged #10,11 |

Link
‘ Lower Layer

(b)

Fig. 3. VLAN assignment in fat tree (2,4,2). (a) Fixed assignment. (b) Renamed assignment.
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TABLE 4
Latency of Switch (in Microseconds)
PC 5324 PC 6224 GSM7212 SF-0420G
Min Ave | Max | Min Ave | Max | Min Ave | Max | Min Ave | Max
U-u 247 | 274 | 279 | 3.03 | 386 | 434 | 247 | 2.77 | 2779 | 338 | 3.42 | 3.48
T-T 247 | 276 | 279 | 3.13 | 3.88 | 438 | 247 | 2.76 | 2.79 | 3.38 | 3.42 | 348
U-T 249 | 276 | 278 | 3.35 | 3.84 | 438 | 246 | 2.75 | 2.78 | 3.38 | 3.42 | 348
T-U 246 | 276 | 2.81 | 3.19 | 3.87 | 441 | 246 | 2.78 | 2.81 | 3.38 | 3.42 | 345
U-(T)-U | 247 | 275 | 279 | 3.19 | 3.85 | 441 | 243 | 273 | 2.75 | 3.38 | 3.42 | 345

case of renamed VLAN assignment, compared with the
worst case listed in Table 1.

Now let us consider the required number of VLANSs
under the condition that a single horizontal (z-directional)
link is deactivated and the north-last turn model is
employed to avoid it [22]. Table 3 shows that the required
number of VLANs that use all activated links slightly
increases when the link is deactivated.

4.2 Overhead of VLAN Operations

We compared the overhead of tagged VLAN operations in
typical cost-effective switches. We measured the latencies of
nonblocking layer-2 switches, Dell PowerConnect 5324,
6224, Netgear GSM7212, and Planex SF-0420G by using the
ping command (ICMP message) between two hosts via
GtrcNET-1 [23] which is a programmable network testbed
that can also carefully monitor Ethernet traffic.

Table 4 lists the resulting switch latencies. “T-U” indicates
the case in which an input tagged frame is transferred
through its VLAN and its VLAN tag is removed at the output
port of a switch, and “U-(T)-U” indicates the case in which an
input untagged frame is transferred through the VLAN of
the PVID, and the output frame is untagged at a switch. “U-
(T)-U” is used at every switch in the case of renamed VLAN
assignment. The results listed in the table show that the
tagged VLAN operation does not affect the latency at these
switches. The latency overhead of the PowerConnect 6224 is
higher than that of the other switches, since it is a layer-3
switch that provides a larger number of services that would
require additional internal operations in comparison with
layer-2 switches, such as GSM7212.

We also measured the bandwidth using Tperf 1.5
software [24]. Table 5 shows the bandwidth of the
nonblocking layer-2 switches. Since the VLAN tag (4 byte)
is added to each frame, the ratio of raw data in a frame
slightly decreases. The bandwidth of the tagged frame
transfer (T-T and T-U) is thus slightly lower than that of
untagged frame transfer in all switches. Renamed VLAN

TABLE 5
Bandwidth of Switch (in Megabits Per Second)

PC5324 | PC6224 | GSM7212 | SF-0420G
U-U (UDP) 957.0 957.1 957.1 956.9
T-T (UDP) 954.4 954.5 954.1 954.5
U-T (UDP) 956.9 956.9 957.0 956.9
T-U (UDP) 954.6 954.5 954.6 954.4
U-(T)-U(UDP) 957.0 957.4 957.1 957.1
U-U (TCP) 941.1 940.5 941.0 941.4
T-T (TCP) 936.9 938.1 938.0 937.9
U-T (TCP) 940.1 938.0 928.1 941.0
T-U (TCP) 937.7 938.4 938.1 938.1
U-(T)-U(TCP) 941.1 941.0 941.0 941.0

assignment, (U-(T)-U), has no bandwidth overhead, since it
transfers untagged frames between switches.

Since the overheads of fixed and renamed VLAN
assignments are almost the same, we evaluate only fixed
VLAN assignment in the following sections.

4.3 Overhead of On/Off and Multispeed Link
Regulation

We measured the overhead of the on/off link and multi-
speed link operations at a switch. The proposed on/off link
regulation can be decomposed into a port-shutdown
operation and a VLAN operation at the switches in order
to update the paths.

We measured the overhead of the port-shutdown and
multispeed operations, while the ping command (ICMP
message: 64 bytes) between two hosts is executed at intervals
of 0.1 second. The switch continuously performed shutdown,
and no-shutdown (resume) of the port, or changed link speed.
The overhead of the on/off link or link-speed operation was
taken to be while the link was inactive and the communica-
tion (ping frame) interrupted. “PC5324,” “PC6224,” and
“PC6248” stand for Dell PowerConnect 5324, 6224, and 6248
nonblocking switches, respectively, while the “SF-420”
means the Planex Communications SF-0420G.

Table 6 shows that the overhead of the on/off and
multispeed link operation is usually several seconds. The
overhead of Ethernet switches varies depending on the
services provided by the commercial products. For exam-
ple, some switches have unique functions for setting up the
port, such as port mirroring for traffic monitoring, that
would affect the overhead. In addition, the overhead is
strongly affected by the switch options concerning auto-
negotiation that is sometimes required by 1 Gbps link
speed. We thus show the minimum overhead of the on/off
and multispeed link operation in Table 6.

Fig. 4 shows the topology used for evaluating the
overhead of VLAN operations. The PVID of the port to the
sender host is updated at a switch, while the ICMP messages
are transferred between two hosts at 0.1 second intervals.

The communication could be interrupted while the port
status is being updated, and we take this to be the overhead
of the VLAN operations. We monitor and measure the
overhead using the GtrcNET-1 [23] for 10 seconds, and
Table 7 lists its results.

The “fixed path” represents frame transfers using VLAN
A in Fig. 4, while the “dynamic path” represents frame
transfers using VLANSs A and B that are dynamically changed
at every a few seconds. Table 7 indicates that the overhead of
the path update was too small to detect by our measurement
equipment. In addition to the latency, we measured the frame
bandwidth between two hosts by using the GtrcNET-1.
Frame bandwidth is measured at every 100 mseconds, and it
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TABLE 6
Overhead of On/Off and Link Speed Operation (in Seconds)
On/Off | Gb — 100M | Gb « 100M | 100M — I0OM | 100M « 10M | Gb — I0M | Gb « 10M
PC5324 32 4.1 24 23 33 25 24
PC6224 2.6 2.8 5.7 2.6 2.6 2.6 5.7
PC6248 22 2.7 33 2.8 3.1 2.5 2.3
SF-420G 1.2 2.7 25 24 2.3 2.8 2.3

includes not only body but also control information of frames.
The results show that the performance of latency and
throughput was unaffected even though path set is switched
at every a few seconds.

4.4 Behavior of Dynamic On/Off Link Regulation

Table 7 showed that the influence of the path update between
a single source-and-destination pair is trivial. Here, we show
that on multiple data transfers using a topology that includes
loop. To analyze the behavior of dynamic on/off link
regulation, we monitored the bandwidth at every 100 m
seconds using GtrcNET-1 on the topology in Fig. 5, and the
results are shown in Fig. 6. We used the testbed cluster for the
evaluations, and Table 8 lists the specifications of each host.
We used the PowerConnect 5324s for the switches.

In this monitor, first, we used topology B, and hosts 0, 1,
2, and 3 sent to 2, 3, 0, and 1 with a highest injection rate
using Tperf [24], respectively. Host i is connected to switch
i, where 0 <i<3, and we omit them in Fig. 5. After
5 seconds, host 3 sends data to 2 with a highest injection
rate, and the topology is updated to topology A by
reactivating the link. After 10 seconds, the data transfer
from host 0 to 2 is terminated, and the topology is changed
to topology B by deactivating the link.

Fig. 6 demonstrates that the frame bandwidth varied
from 0 to 970 Mbps during the on/off link operation, and
the communication is momentarily unstable.

The PVID of each switch is sequentially and manually
updated in this simple measurement. If a tool to auto-
matically update PVIDs in switches or if an efficient network
reconfiguration is applied [25], the influence of the transition
between old and new paths will be minimized.

There is a possibility to cause deadlocks between the
path sets of topologies A and B during the update, if both
paths make cyclic channel dependencies under the UDP
data transfer with the link-level flow control [21]. To
avoid deadlocks during the path update, dynamic
reconfiguration techniques have been recommended for
lossless interconnection networks [25], and they would be
developed in Ethernet.

In this evaluation, to avoid deadlocks, we simply used a
TCP transfer with the link-level flow control, and a UDP

PVID A— B
untagged A,B

o PVIDA1
tagged A

PVID 1,
tagged B

PVID B,
untagged A,B

Switch

Before(VLAN A
.\Aﬁer(VLAN B) .
.‘

Host (source)

Host (destination)

Fig. 4. Topology considered in evaluations.

transfer with a single switch that disables the link-level flow
control [21].

4.5 Impact of Traffic Congestion and Path Hops

We evaluated the impact of traffic congestion and path hops
on MPI-level bandwidth and latency, which are essential
parameters for parallel processing on PC clusters.

We used the testbed cluster whose specification is listed
in Table 8. Each host used SCore cluster system software [1]
version 5.8.2. SCore is an open-source cluster system
software package that provides various parallel program-
ming environments, such as a low-level communication
library PM and an MPI library MPICH-SCore based on
MPICH-1.2.5. In addition, Tperf-1.5 [24] and Intel MPI
benchmarks (IMBs) 2.3 [26] were used for measuring the
performance of TCP/UDP transfer and MPI-level transfer
between pairs of hosts, respectively.

First, we evaluated the effect of the IEEE 802.3x link-level
flow control on bandwidth in the presence of path
congestion. Fig. 7 represents the average bidirectional
bandwidth between eight pairs of hosts using the IMB
Multi-PingPing benchmark. “FC None” indicates that the
link-level flow control is disabled, while “FC All” indicates
that the flow control is enabled at every link. Each path
between a host pair includes the same two switches and a
link between the two switches; thus, all paths conflict on the
interswitch link.

Since the figure illustrates that IEEE 802.3x link-level flow
control is efficient for sharing bandwidth among conflicting
paths, the link-level flow control should be used in the
proposed methodology for increasing network performance.

Next, we focused on the path hops. Fig. 8 represents
MPI-level one-way latency as measured by the IMB
PingPong benchmark and bidirectional bandwidth as

TABLE 7
Performance of Path Modification (Testbed)

Latency (usec) Frame bandwidth (Mbps)

Min | Ave | Max Min Ave Max

Fixed path 821 | 824 | 828 | 9679 | 971.8 973.2
Dynamic path | 8.21 | 824 | 828 | 968.0 | 972.7 981.1

Switch 0} -
Il _
Link
2 3

Fig. 5. Cyclic topologies considered in evaluations. (a) Topology A: all
links are activated using two VLANs. (b) Topology B: a link is
deactivated using a VLAN. (c) Cycles between paths on topologies A
and B.
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Fig. 6. Behavior of dynamic on/off link regulation. (a) TCP transfer. (b) UDP transfer.

measured by the IMB PingPing benchmark for varying
numbers of intermediate switches between hosts, when the
link-level flow control is enabled. The figure illustrates that
the number of path hops is a crucial factor for the
bandwidth as well as latency between hosts.

5 EVALUATION UsSING PC CLUSTERS

We show the evaluation results of various topologies by the
proposed methodology.

5.1 PC Clusters

We used three types of PC clusters; the testbed described in
the previous section, a 66-host PC cluster using six GbE
switches (Dell PowerConnect 6248, 48 ports), and a 225-host
PC cluster using the eight same GbE switches. The second
cluster, called Misc, uses multicore processors that occur

TABLE 8
Specifications of Each Host (Testbed)

CPU Intel Xeon 2.8GHz x 2 (SMP)
Memory PC2-3200 DDR2 SDRAM 1Gbytes
Chipset Intel E7520
PCI 64bit/133MHz PCI-X
NIC Intel PRO/1000 MT server adapter
NIC Driver | Intel e1000 6.2.15
OS Fedora Core 1 (kernel 2.4.21)
7z 1 FC Al -—4-- |
b5 e >0
2 | FC None —4— | "< 200 ARA
=
£
=
= 10
S
3
5
g
e}
RN
g
i<}
m 0 1 1 1 1 1 1 1 1 1 1
1 4 16 64 256 1k 4k 16k 64k 256k 1M 4M

Data size [byte]

Fig. 7. Impact of traffic congestion.

inter- and intraprocessor MPI communications, and its
specifications are listed in Table 9. The third cluster, called
SuperNova, only occurs the interprocessor communications
among single-core processors. This cluster, which is at
Doshisha University, Japan, was 93rd in the TOP500
ranking as of November 2003 [5], and its specifications are
listed in Table 10. The testbed with 16 switches was used for
performing various topologies, while the Misc and Super-
Nova clusters with six or eight switches were mainly used
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Fig. 8. MPI latency and bandwidth.

TABLE 9
Specifications of Each Host (Misc Cluster)

CPU Quad-Core AMD Opteron 2.3GHz
Memory DDR2 667 MHz 8GB
NIC & driver | Broadcom BCM95721, Tigon3
oS CentOS 4.6
Kernel 2.6.9-67.0.15.ELsmp
MPICH 1.2.7p1

TABLE 10

Specifications of Each Host (SuperNova Cluster)

CPU AMD Opteron 1.8 GHz x 2
Chipset AMD 8131+8111

Memory | PC2700 Registered ECC 2 GB
(0N} Debian GNU/Linux 4.0
Kernel 2.6.18-4-amd64

MPICH 1.2.7p1




226 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 22,
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Fig. 9. Evaluated indirect topologies. (a) Fat tree (2,4,2). (b) Myri-clos
(4 x 4).

for measuring the performance relationship between the
proposed methodology and link aggregation. Each switch
in the Misc cluster connects to 11 hosts, whereas each
switch in the SuperNova cluster connects to 28 or 29 hosts.
The Misc and SuperNova clusters use TCP/IP with MPICH
1.2.7p1, and MAC addresses of hosts are registered by self-
learning before the measurements were made. The IEEE
802.3x link-level flow control was enabled at every port.

5.2 Topologies and Path Sets

We constructed both of indirect topologies (fat tree and
Myrinet-clos in Fig. 9) and direct topologies (2D mesh and
2D torus) on the testbed. Since the indirect topologies make
the best use of the acyclicity of the tree structures,
the minimal routings on them are always deadlock-free.
The direct topologies used the DOR.

Table 11 lists the topologies evaluated on the testbed.
“Avg.H” represents the average number of switches that
compose a path. For the purpose of comparison, we
employed the “M-tree” topology, which is a mesh-based
direct network (the same as VLAN #10 in Fig. 1) with no
VLANS.

5.3 Traffic Patterns

We first evaluated the network throughput of each topology
for typical traffic patterns with collective communication.

Collective communication is frequently used in parallel
programming using MPIL Interconnection networks in
parallel computers and certain SANs, such as QsNET [3],
thus employ tree-based (hardware) or path-based multi-
casting, both of which decrease the number of frames per
broadcast or multicast operations [18].

On the other hand, Ethernet usually uses unicast-based
multicasting. Various MPI functions, such as MPI_Alltoall,
MPI_Reduce, MPI_Scatter, and MPI_Barrier, are widely
used, and these communication characteristics are impor-
tant factors in designing efficient path sets.

TABLE 11
Evaluated Topologies in Testbed
Topology #sw | #links | Avg.H
Mesh (4 x 2) 8 10 2.75
Torus (4 X 2) 8 12 2.50
Myri-clos 8 16 2.25
M-tree 16 15 4.81
Mesh (4 x 4) 16 24 3.50
Torus (4 x 4) 16 32 3.00
Fat tree 14 24 3.75
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Fig. 10. Traffic pattern results (testbed).

We measured the network throughput using traffic of the
all-to-all operation, which is difficult to optimize for the
topologies using unicast-based multicasting because all
processes communicate with each other at almost the same
time. Throughput was also measured for two other synthetic
traffic patterns: bit-reversal and matrix transpose. In bit-
reversal traffic, a host with the identifier (ag,a1,...,a,-1)
sends a packet to the host whose identifier is the bit reversal
(@p-1,...,a1,a9) of the source host. In matrix transpose
traffic, a host (z,y) sends a packet to the host (k—y — 1,k —
x — 1) (k is the number of hosts in each dimension) or (k —
r—1Lk—y—1)whenz+y=%k—1.

The number of hosts was 16 in all topologies on the
testbed. Thus, in Mesh (4 x 2) and Torus (4 x 2), eight
switches were each connected to two hosts. The UDP
transfer of Tperf-1.5 [24] was used for measuring the
bandwidth of each transfer pair, and the sender and
receiver processes were run on each host. The frame size
was set to the maximum UDP datagram size, 1,470 bytes.

Fig. 10 shows the average bandwidth of all transfer pairs
on each topology. We also evaluated a flat 1-switch network
(flat, nonblocking full crossbar) in which all 16 hosts were
connected to a single switch. Note that such a flat topology
is an ideal one for providing full bisection bandwidth;
however, it is hardly possible to employ such a topology in
a large-scale cluster with thousands of hosts.

Fig. 10 illustrates that path congestion drastically affects
the bandwidth between hosts. However, topologies sup-
ported by the proposed methodology outperform the single
tree-based topology with no VLANs (M-tree). In addition,
the performance of four switch-tagged topologies, 4 x 4
mesh, torus, fat tree, and Myrinet-clos, are comparable to
that of an ideal flat topology in all-to-all traffic.

5.4 NAS Parallel Benchmarks

5.4.1 Impact of Topology

We evaluated some of the topologies that had better traffic
patterns results on NAS parallel benchmarks (NPBs) 3.2 [27].
The number of processes for parallel execution was fixed to
16 in the case of the PC-cluster testbed, while the SuperNova
cluster used 128 processes in CG, FT, IS, LU, and MG and
225 processes (the maximum size) in SP and BT. We compiled
all the benchmarks using gcc/g77 3.3 with the -O3 option.
Fig. 11 shows relative performances normalized by the
performance of the flat topology and tree topology,
respectively. The unit of performance is the execution time
(second), and the y-axis is its relative value. A lower value is
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Fig. 11. NAS parallel benchmark results. (a) Testbed, class B, 16 processes. (b) Misc cluster, class C, 128 processes. (c) SuperNova cluster, class

C, 128-225 processes.

thus better. “Tree (6link)” stands for the tree topology that
uses six links between switches using link aggregation, and
“Compl(2link)” stands for a completely connected topology
that uses two links between switches in Fig. 11b. In Fig. 11a,
the topologies with the proposed methodology have almost
the same performance as the flat topology on most bench-
marks, while the performance of M-tree is especially
degraded on FT and IS. It is known that FT and IS
frequently perform the MPI_Alltoall function, and thus,
require a large bisection bandwidth.

Fig. 11b shows the results of the NPB on the Misc cluster.
Compared with the results on the SuperNova cluster that
uses single-core processors in Fig. 1lc, the impact of
topology on the performance increases. This is because
the computation power of each host is higher than that of
the SuperNova cluster, even though both clusters used the
same Ethernet switches.

Fig. 11c shows that topologies with the proposed
methodology improve the performance by up to 650 percent
and the tree topology with link aggregation is inferior to the
topology including loops. Torus topology with three links
between switches, that uses 36 links in total, achieves up to a
27 percent performance improvement compared with the
tree topology with six links that uses 42 links in total.

Table 12 gives an itemization of the average computation
and communication time of processes. The computation
time is almost constant regardless of the topologies used,
but communication time is strongly dependent on type of
topologies. These results clearly show that the NPB
performance is affected by the communication overhead
of topologies.

5.4.2 Impact of On/Off Link Regulation

We used a simple static on/off link selection algorithm in
order to show the impact of on/off link regulation using the

TABLE 12
Itemized Statement of FT, LU, and SP Benchmarks (SuperNova Cluster) (in Seconds)
FT.128 LU.128 SP.225
Total | Comput | Comm | Total | Comput | Comm | Total | Comput | Comm
Tree(1link) 189.0 8.6 180.4 | 1194 23.2 96.2 | 3129 16.6 296.3
Compl (2link) 62.7 8.6 54.1 71.7 23.2 48.5 | 158.0 16.7 141.2
Mesh(6link) 51.4 8.6 42.8 53.2 23.2 30.0 | 111.7 16.7 95.0
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Fig. 12. Power consumption of on/off link regulation (class C). (a) SuperNova cluster, 128 processes. (b) Misc cluster.

proposed methodology on the Misc and the SuperNova
clusters, although we could have used more sophisticated
means of on/off link selection or multispeed interconnec-
tion [28], [29], [30], [31]. The simple static on/off link
selection algorithm selects the deactivated links as follows:
1) Estimate the amount of the application traffic in each
channel when all the links are activated. The maximum
amount of traffic on a single channel is calculated. 2) Reduce
the number of links between switches under the condition
that the amount of the application traffic on every channel is
less than the maximum amount of traffic on a channel
calculated in step 1.

Notice that a link consists of two unidirectional channels
and there are a large amount of Ethernet monitoring and
sampling software, such as IPTraf [20], for measuring the
traffic to each destination. In this evaluation, we used the
trace files of the applications with the smallest class (W or
A) for the traffic estimation in the on/off link selection
algorithm for step 1, and we used the unit, byte, in MPI-
level communication.

Fig. 12a shows the power consumption of all switches in
the Misc cluster. The plot was calculated using the results in
Table 2. The numerical values in Fig. 12a show the numbers
of deactivated links on the completely connected topology.
We confirmed that the execution time of each parallel
application with the on/off link regulation is the same as
when all links are activated. Thus, the simple on/off link
regulation maintained the performance. It is important to
keep the cluster’s performance close to that when all links
are activated, since the execution time of the application
strongly affects the total power consumption of the cluster.
The simple on/off link regulation does not affect the
execution time of the parallel programs, and Fig. 12a
illustrates that the power consumption of all switches is
reduced by up to 20 percent.

Fig. 12b shows the power consumption of all switches in
the SuperNova cluster. The numerical values in the figure
are the numbers of deactivated links on the torus topology.
In the case of 128 processes with class C, each switch
connects to 16 hosts, while each switch connects to eight
hosts with class C in the case of 64 processes. Each host
executes a single process. As shown in Fig. 12b, the power
consumption of all switches is reduced by up to 19 percent,
while maintaining the performance.

For the case of 64 hosts in the previous section, each
switch used 23 ports: eight ports for connecting hosts and

the remaining ports for connecting the neighboring
switches. Thus, we can use 24-port switches, i.e., Dell
PowerConnect 5324s, instead of PowerConnect 6248s in the
64-host evaluations on the cluster. Fig. 13 plots the
estimated total power consumptions based on the results
in Table 2.

As shown in Fig. 13, the power consumption can be
reduced by up to 25 percent in the case of PowerConnect
5324s. These results show that the on/off link regulation
significantly reduces the power consumption of commer-
cial Ethernet switches, while maintaining the performance.
Fig. 12b shows that the on/off link regulation more
efficiently reduces the power consumption of the simple
layer-2 switch PowerConnect 5324 compared with that of
the high-functional layer-3 switch (such as PowerConnect
6248), since various services that consume power are
always running on the high-functional switches regardless
of the link status. In this evaluation, the static on/off link
regulation was used so as to adjust the number of links
between switches according to the application traffic
patterns for simply illustrating its impact on the perfor-
mance and power consumption. An aggressive on/off link
selection algorithm that frequently changes path sets
would be needed, when there are few links between
switches, or when there are a large number of alternative
paths. Such an algorithm can be implemented with the
proposed methodology.

6 CONCLUSIONS

In this study, we proposed a switch-tagged routing
methodology in order to implement various deadlock-free
routing algorithms on PC clusters with Ethernet whose MPI
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Fig. 13. Power consumption of on/off link regulation (SuperNova cluster,
64 processes, PC5324).
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communication libraries do not support tagged VLAN
technology. The proposed methodology simply configures
each Ethernet switch; it disables the STP, allocates the
VLAN sets, and optionally registers static MAC addresses
of hosts. Since the MPI communication libraries do not need
to perform VLAN operations, the proposed methodology
has a simple host configuration and high portability. Fixed
and renamed VLAN assignments require at most n and p
VLANS, respectively, where n is the number of switches
and p the degree of a switch. Thus, renamed VLAN
assignment can make a larger PC cluster than that of fixed
VLAN assignment, because each VLAN requires different
MAC address entries to a single host for routing in each
switch which only stores the limited number (e.g., 8,000) of
MAC addresses. Fixed VLAN assignment expresses only
the N x N+ P routing relation (all-at-once) where all
paths from a host are contained in a tree, while renamed
VLAN assignment expresses the C x N — C routing rela-
tion, where N is the node set, P the path set, and C the
channel set. Thus, they have different pros and cons.

Evaluation results using NAS parallel benchmarks
showed that the performance of the topologies with loops
using the proposed methodology was comparable to that of
an ideal 1-switch (full crossbar) network, and the torus
topology achieves up to a 27 percent performance im-
provement compared with the tree topology using link
aggregation. In addition, the proposed methodology with
the on/off and multispeed link regulation reduces the
power consumption of switches by up to 25 percent with
almost no performance degradation in the PC clusters that
we tested. To minimize the influences of the transition
between old and new path sets on the network perfor-
mance, we plan to develop a switch configuration tool that
supports an efficient network reconfiguration in Ethernet
with link-level flow control.
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